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Abstract 

The primary objective of the Terascale Simulation Tools and Technologies (TSTT) center is to develop technologies that enable 

application scientists to easily use multiple mesh and discretization strategies within a single simulation on terascale computers. 

We will focus our efforts in the areas of high-quality, hybrid mesh generation for representing complex and possibly evolving 

domains, high-order discretization techniques for improved numerical solutions, and adaptive strategies for automatically 

optimizing the mesh to follow moving fronts or to capture important solution features. We will encapsulate our research into 

software components with well-defined interfaces that enable different mesh types, discretization strategies, and adaptive 

techniques to interoperate in a “plug and play” fashion. All software will be designed for terascale computing environments with 

particular emphasis on scalable algorithms for hybrid, adaptive computations and single processor performance optimization. To 

ensure the relevance of our research and software developments to the SciDAC goals, we will collaborate closely with both 

SciDAC application researchers and other ISIC centers.  In particular, we will insert existing TSTT technologies into fusion, 

accelerator design, climate modeling, and chemically reacting flow applications, and thereby have both significant near-term 

impact on those efforts as well as receive the feedback necessary to ensure our success. We will show the potential long-term 

impact of TSTT center research by deploying hybrid solution strategies in SciDAC applications and demonstrate the ability of 

researchers to easily obtain superior simulation results. 
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1 Introduction 

Terascale computing provides an unprecedented opportunity to achieve numerical simulations at levels of detail and accuracy 

previously unattainable. DOE scientists in many different application areas can reach new levels of understanding through the use 

of high-fidelity calculations based on multiple coupled physical processes and multiple interacting physical scales. As a particular 

example from the SciDAC application areas, consider simulation-based accelerator design. To evaluate a proposed design, a two-

stage process is used in which Maxwell's equations are first solved to determine the particle forces that are then provided as input 

to a PIC (particle-in-cell) code that computes the particle trajectories. Researchers have found that structured grids are best in the 

beam center while an unstructured mesh is best for the waveguides and other areas of complex geometry.  Therefore, the 

simulation would ideally use a high-quality, conformal joining of structured and unstructured meshes. Furthermore, adaptive 

techniques are required to properly resolve the space-charge effect near the center of the beam and in areas of complex geometry.  

Adaptive techniques that can accommodate both structured and unstructured grids are therefore required for use with the ideal 

hybrid grid just described. Moreover, the difficulties associated with generating meshes on complex geometries inhibits the use of 

distinct, optimally configured, meshes in the Maxwell and PIC codes.  This example is not unique; many DOE Office of Science 

applications (including those in SciDAC) have similar issues.  For example, fusion and climate applications have need of both 

adaptive methods and advanced discretization technology; chemically reactive flows are often simulated on complex geometries, 

and depend on adaptive methods to achieve adequate efficiencies; and biological modeling will only be possible with advanced 

domain representations and interfaces. The optimal route to superior simulation in these and many other areas, and frequently the 

only way to obtain useful answers, is to use adaptive, composite, hybrid approaches as described above. Unfortunately, the lack of 

easy-to-apply, interoperable meshing, discretization, and adaptive technologies severely hampers the realization of this optimal 

path. The Terascale Simulation Tools and Technologies (TSTT) Center recognizes this critical gap, and will, as its central goal, 

address the technical and human barriers preventing the effective use of powerful adaptive, composite, and hybrid methods. 

 

In today’s environment, there are many tools available that generate a variety of mesh types ranging from unstructured meshes of 

various types to overlapping structured meshes and hybrid meshes that include both structured and unstructured components (for 

an extensive list, see Robert Schneiders’ web page [Sch01]).  Approximation techniques used on these meshes include finite 

difference (FD), finite volume (FV), finite element (FE) (e.g., [Hughes00]), spectral element (SE) (e.g., [BelMad94]), and 

discontinuous Galerkin (DG) methods (e.g., [CocKar00]). Any combination of these mesh and approximation types may be used 

to solve PDE-based problems.  The fundamental concepts are the same for all approaches: some discrete representation of the 

geometry (the mesh) is used to approximate the physical domain, and some discretization procedure is used to represent 

approximate solutions and differential operators on the mesh.  In addition, the concepts of adaptive mesh refinement for local 

resolution enhancement, time-varying meshes to represent moving geometry, data transfer between different meshes, and parallel 

decomposition of the mesh for computation on advanced computers are the same regardless of their implementation.  In each case, 

the software tools providing these advanced capabilities are becoming increasingly accepted by the scientific community, but their 

application interfaces are not compatible.  Thus interchanging technology is often a labor intensive and error prone code 

modification process that must be endured by the application scientist.  This typically results in a lengthy diversion from the 

central scientific investigation and severely inhibits experimentation with improved mesh and discretization technologies.  

 

The recognition of this fundamental problem leads to our proposal to develop the technologies needed to create interoperable and 

interchangeable meshing and discretization software. Our approach to grid software interoperability is both revolutionary and 

evolutionary.  We will formulate a broad, comprehensive design that encompasses many aspects of the meshing and discretization 

process (the revolutionary part), but will work toward that goal through incremental insertions of existing and newly developed 

technologies into our targeted applications (the evolutionary part). We will focus our efforts in three primary areas: 1) advanced 

meshing technologies, 2) high order discretization techniques, and 3) terascale computing issues.  In advanced meshing 

technologies, our emphasis is the creation of common interfaces for existing TSTT Center technologies that will allow them to 

interoperate with each other to provide fundamentally increased capabilities and to allow application scientists to easily switch 

among them. We will develop new capabilities as needed within these tools to provide compatible functionality and to support 

complex geometries, high order discretization techniques, and adaptive methods. In the area of high order discretization, we will 

use our extensive experience with a number of different discrete operators and high-level interface definitions to create a 

Discretization Library. This library will support commonly used operators and boundary conditions, will be extensible to provide 

application specific customization, and will be independent of the underlying mesh type and therefore interoperable with all TSTT 

meshing technology.  Finally, we will develop the algorithms necessary for efficient performance on terascale architectures.  Our 

focus will be on enhancement of parallel mesh generation capabilities, dynamic partitioning strategies for hybrid, adaptive 

computations, and the use of preprocessing tools to achieve optimized single processor performance.   

 

In all cases, we will encapsulate our research into software components with well-defined interfaces that enable different mesh 

types, discretization strategies, and adaptive techniques to interoperate in a “plug and play” fashion. The interface design will be 

driven by application scientists’ requirements and the need for intuitive, easy to use interfaces at multiple levels of sophistication. 

Thus, we will provide both high-level abstractions (e.g. representations of an entire complex mesh structure, and operations on that 
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mesh) appropriate for new application development and low-level access functions (e.g. approximations of derivatives at a single 

point on a mesh) appropriate for incremental insertion of new technologies into existing applications. To ensure the relevance of 

our research and software developments to the SciDAC goals, we will collaborate closely with both SciDAC application 

researchers and other ISIC centers.  In particular, we will insert existing TSTT technologies into fusion, accelerator design, climate 

modeling, and chemically reacting flow applications, and thereby have both significant near-term impact on those efforts as well as 

receive the feedback necessary to ensure our success. By working with a large number of applications, rather than just one, we will 

be able to abstract the user requirements with a greater level of generality to improve the likelihood of providing common 

interfaces that are widely applicable.  

 

The time is ripe for such an effort in the area of meshing and discretization technology.  The existence of mature software tools in 

these fields allows us to examine them, and their use in applications, to extract the appropriate abstractions for developing 

common interfaces at both high and low levels.   We note that such multi-institutional activities are underway in other scientific 

domains.  For example, the Equation Solver Interface (ESI) group [ESI] is defining a set of common interfaces for linear solvers 

and preconditioners and is implementing them in a number of independently developed tools including, e.g., PETSc, ISIS++, and 

Aztec. In a related effort, the Finite Element Interface (FEI) group is developing a high level abstraction and interface definition 

between (implicit) FE/FV codes and linear and nonlinear solver packages [FEI]. The Common Component Architecture (CCA) 

Forum [CCA] has developed a standard interface for the interactions between software components and frameworks that promotes 

“plug and play” experimentation.  Moreover, this group has recently initiated an effort to define common interfaces for scientific 

data, including meshes and fields; collaboration with them in this area is an integral part of the proposed TSTT center.  However, 

the the scope of the CCA effort is limited to providing interfaces to existing mesh technology. Our proposed work includes such 

interface definition development and goes beyond it, providing the additional functionality needed to create a truly interoperable 

environment for meshing and discretization.  We are well qualified to perform this research because of our broad areas of expertise 

in meshing and discretization, our experience with the development interoperable software within PDE solution frameworks, and 

our strong commitment to applications. 
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2 Related Previous Work of the Investigators  

We have a strong team of DOE and university researchers whose areas of expertise span mesh generation and quality control, 

discretization, adaptive procedures for h- (mesh resolution), p- (method order), and r-refinement (node point movement), mesh 

motion, front tracking techniques, static and dynamic partitioning strategies, and parallel computing.   Our previous work in these 

areas displays a strong balance of basic research, software development and deployment, and collaboration with application 

scientists.  

Mesh Generation and Quality Control. The first step in solving many PDE-based applications is the generation of a mesh that 

provides a discrete representation of the computational domain.  There are a wide variety of mesh types commonly used ranging 

from logically regular, structured meshes to unstructured tetrahedral, hexahedral or mixed element meshes.  The TSTT center PIs 

are experts in each of these areas of mesh generation and have created advanced algorithms and techniques that address the 

challenges associated with complex geometry, high order discretizations, and effective mesh quality assessment and control.  

 

Structured Mesh Generation. We have pursued two primary development efforts in the area of structured mesh generation.  First, 

Brown, Henshaw, and Quinlan at LLNL have developed algorithms to create high-quality, predominantly structured meshes on 

complex, CAD-defined geometries as part of the Overture project [BrCh97, He98a, He98b]. The geometry is decomposed into 

simpler parts and a structured grid is built for each part. The parts are then combined with either an overlapping grid (where the 

parts communicate through interpolation) or a hybrid grid (where the parts are joined by unstructured grid elements using an 

advancing front algorithm) [He98a]. A variety of techniques for building structured component grids are supported including those 

based on solving hyperbolic, elliptic, and algebraic equations.  Second, basic research by Khamayseh, de Almeida and D’Azevedo 

at ORNL and by Knupp at SNL has improved many of the algorithms used to generate structured grids.  For example, Khamayseh 

has improved elliptic structured grid generators to better enforce orthogonality and satisfy certain geometric constraints 

[KhaMas94, KhaHam96, KahHan00, Kha98].  De Almeida has successfully applied hyperelasticity tools for the analysis and 

practical construction of domain deformation mappings in variational mesh generation [deA99] and has solved the difficult 

problem of computing a bijective nonsingular mapping that satisfies the invertibility condition using solution continuation and 

nonlinear finite element techniques [deADer00, deAYec98]. Knupp has authored numerous articles on variational grid generation 

[KnR00] and a textbook on structured grid generation [Kn93]. To improve the quality of regular two-dimensional meshes, 

D’Azevedo created algorithms based on coordinate transformations for low order interpolation [DAz91, DAz99, DAz00] and, in 

some cases, achieved superconvergent results with his transformed bilinear quadrilaterals. 

 

Unstructured Mesh Generation. Several of the TSTT center PIs have developed sophisticated algorithms and software for the 

generation and quality control of tetrahedral, hexahedral, and mixed element, hybrid meshes in the MEGA (RPI), CUBIT (SNL), 

and NWGrid (PNNL) projects.  These tools all support the automatic (or nearly automatic) generation of unstructured meshes on 

complex geometries, but they differ in the element types generated, the particular algorithms used, and the advanced functionality 

supported. For example, the MEGA toolkit (Shephard) [Shephar00] supports isotropic meshing and mesh modification [deCShe99, 

Shephar00], boundary layer mesh generation [GarShe00], and the generation of curved mesh entities for higher-order 

discretization methods [DeyOba99]. MEGA focuses primarily on the generation of tetrahedral meshes directly from solid models 

using combinations of Delaunay and advancing front techniques as well as octree decompositions. In contrast, the CUBIT project 

(Tautges, Knupp, Leland) [CUBIT] has developed a toolkit of new algorithms (e.g., paving [TB90], weaving [Fol99], hex/tet 

[Mey98], and sweeping [Kn99,Kn98]) for hexahedral mesh generation on complex geometric assemblies [Tau01b].  These 

algorithms are interfaced to geometry using the Common Geometry Module [Tau01], allowing access to geometry in multiple 

formats, including alternative representations like facets and virtual geometry [Kra00].  CUBIT has been used to generate all-

hexahedral meshes containing between 10 to 100 million elements and also supports tetrahedral and some hybrid meshes. NWGrid 

(Trease) [Tre00a,Jon00] is used to construct hybrid meshes by using a combination of Delaunay, AMR, and block structured mesh 

generation algorithms [Tre00a, Jon00]. To improve the quality of unstructured simplicial and quad/hex meshes, Knupp (SNL) and 

Freitag (ANL) have developed optimization-based, local mesh smoothing algorithms that effectively improve both the extremal 

and average element quality [FreKnu99,FreOll97,FreOll00,FrePla00,Knupp00].  In addition, Knupp has developed new algebraic 

mesh quality metrics that provide a unifying theory for assessing and improving element quality [Knupp01]. 

 

Frameworks for the solution of PDEs.  Each of these mesh generation packages has been interfaced to one or more frameworks for 

the solution of PDEs.  Particular examples of such frameworks developed by TSTT PIs include Overture (Brown, Henshaw, and 

Quinlan) [BrCh97,He98c], Trellis (Shephard and Flaherty) [BeaShe97,BeaShe99], NWPhys (Trease and others) [Tre96, Jon00, 

Nie01], and FronTier (Glimm and others) [GliGro99,GliGro99a]. These frameworks utilize advanced computer science concepts 

such as object oriented programming techniques (Overture, Trellis, NWPhys, FronTier), generic programming methods (Trellis), 

and performance optimization through preprocessing source code translators (Overture). In addition, Fischer (ANL) has developed 

nek5000, a high-performance, distributed memory framework for the solution of computational fluid dynamics applications using 

spectral elements [TufFis99]. These frameworks all aim to significantly ease the burden of new application development on 
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distributed memory, parallel architectures by providing high level interfaces to sophisticated functionalities such as high-order 

discretization schemes and adaptive methods.  

 

High-Order Discretization Techniques.  The high-order discretization schemes supported by the TSTT center frameworks include 

finite element (Trellis) [DeyShe97, SheDey97], finite volume (NWPhys [Tre00b], Trellis, Overture[Br99]), finite difference 

(NWPhys [Tre00b], Overture [He98c]), discontinuous Galerkin (Trellis) [BisDev94, RemFla00], spectral elements (nek5000) 

[TufFis99, Fis97], and partition of unity methods (Trellis) [KlaShe00].  To illustrate the development of high level interfaces for 

these discretization methods we highlight two of the frameworks: Overture and Trellis.  Overture contains a set of grid-function 

classes that represent field variables on grids and operator classes that implement a variety of finite-difference and finite-volume 

operators (2
nd

 order, 4
th

 order, conservative/non-conservative) on curvilinear grids [He98c, Br99]. The operators can be 

manipulated using high level semantics permitting the specification of complicated differential operators.  An extensive selection 

of boundary conditions is also supported. Trellis separates the weak forms, shape functions, Jacobian and integration functions into 

object libraries so that new components can be added that directly use other components as desired [BeaShe99]. This allows 

application scientists to quickly add new models that use the existing classes to provide shape function data and perform the 

various differentiation, mapping and integration functions; advanced developers can easily add customized sub-classes to optimize 

efficiency.  Trellis also employs a high-level, geometry-based problem specification to support the needs of high-order 

discretization methods and a full set of adaptive methods. These strategies have proven successful in their respective tools and will 

serve as the foundation of our proposed Discretization Library.  

 

Adaptive Procedures.  To increase the accessibility of adaptive methods to application scientists, h-, p-, and r-refinement methods 

are provided in the TSTT center frameworks.  In particular, the Overture, Trellis, and NWPhys frameworks all support h-

refinement. Overture provides an extension of the Berger-Collela block structured h-refinement methods to overlapping grids 

[Bri95] and includes support for grid interpolation functions, error estimation, and solution algorithms [Qu98,BrHe00]. The Trellis 

and NWPhys frameworks support local refinements of various types on an element-by-element basis. Trellis also supports p-

adaptivity for both continuous and discontinuous basis functions [DeyShe97,RemFla00]. The h- and p-adaptive methods in Trellis 

have been used to construct hp-adaptive procedures that are linked to the underlying geometry so that refined elements remain true 

to it.  Furthermore, in the area of r-refinement Knupp has created an optimization-based approach for Arbitrary Lagrange-Eulerian 

(ALE) methods that preserves mesh quality while maintaining fidelity to the underlying flow field [KnMaSh01]. 

 

The adaptivity process must be guided by error estimators or indicators, and each framework supports a number of these.  In 

particular, Overture supports simple difference and gradient-based error estimators, Trellis supports residual- and projection-based 

error estimators as well as some simple gradient-based error indicators, and NWPhys supports operator scale length 

refinement/adaptation criteria [Tre96].  Moreover, Flaherty has developed a number of new error estimation techniques. For 

example, he proved that the discretization errors of one-dimensional discontinuous Galerkin methods exhibit superconvergence at 

the roots of Radau polynomials [AdjDev00].  These results were applied to create a very efficient a posteriori error estimation 

technique for linear and nonlinear hyperbolic conservation laws [AdjDev00, BisDev94].  He also constructed simple and accurate 

a posteriori error estimates of reaction diffusion applications by using an odd-even dichotomy discovered by Yu. The results were 

proven to be asymptotically correct [AdjFla99] and extended to a variety of finite element bases [AdjBel01]. 

 

An additional adaptive strategy associated with our center is FronTier, a front tracking code developed by Glimm and others at 

Stony Brook, Los Alamos National Laboratory, and Brookhaven National Laboratory. It has unique capabilities to eliminate mass 

diffusion across fluid interfaces, and the ability to track dynamic solution discontinuities of various types 

[GliGra98,GliGro99,GliGro99a]. FronTier has provided high quality simulations for a number of difficult fluid mixing problems. 

It was the first code to achieve correct simulations for the single mode impulsive mixing (Richtmyer-Meshkov) problem 

[GroHol94,HolFry99]. Recently, it has achieved the unique accomplishment of agreement with laboratory experiment for 

multimode steady acceleration (Rayliegh-Taylor) fluid mixing rates [GliGro00,CheGli00], and it has been used to model laser 

driven models of supernova instabilities [DraRob00]. 

 

Terascale Computing.  All of the TSTT center frameworks operate on large-scale parallel computers, and the PIs have 

considerable experience with parallel mesh generation, static and dynamic load balancing algorithms, and performance 

optimization.  For example, the MEGA mesh generation tool has been used to create meshes containing over 10 million elements 

on a 32 processor IBM SP [deCShe99, deCShe99a]. The parallel mesh generator employs an octree structure and dynamic load 

balancing which ensures the scalability of the algorithm and controls, without adverse effects on mesh quality, the interprocessor 

mesh interfaces. In addition, NWGrid has been run on a variety of computing systems ranging from one PC workstation to 6000+ 

processors of a multi-teraflop supercomputer. For the ASCI program, NWGrid has routinely been used to generate 10 to 100 

million element unstructured, hybrid meshes and on occasion has been used to generate 100 to 900 million element AMR meshes. 

To build its meshes in parallel, NWGrid distributes the domain geometry to the processors and applies the mesh generation 

algorithms to each piece in such a way that a single, coherent mesh results.  
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Achieving scalable performance on terascale systems depends critically on the distribution of the mesh across the processors of the 

parallel computer.  Typically, the partitioning strategy strives to create balanced processor workloads while simultaneously 

minimizing communication costs. This process is further complicated for dynamic, adaptive computations because the workload 

changes as the simulation proceeds.  In this case, an initially balanced partitioning is unlikely to remain so, and must be updated 

periodically.  Several TSTT PIs have worked in the areas of static and dynamic load balancing. The problem can be posed 

differently for structured and unstructured meshes; often graph-based algorithms are used for unstructured meshes while either 

graph based or geometric methods may be appropriate for structured meshes.  On unstructured meshes, for example, Leland’s 

(SNL) contributions to the static partitioning problem were released in the popular Chaco library [HenLel94, HenLel95a, 

HenLel95b]. Work on dynamic load balancing is currently underway in Flaherty’s RPM and the Sandia Zoltan [DevHen99a, 

DevHen99b] libraries.  The Rensselaer Partition Model (RPM)  [FlaTer00, TerBea00] uses the communication and memory 

properties of the actual computational nodes in a model that can be used to tailor task scheduling to a particular, possibly 

heterogeneous, architecture.  Entity weightings have been used to successfully partition adaptive time marching algorithms 

[FlaLoy97a] and to create a predictive load balancing procedure where the weights were based on refinement level and the mesh 

rebalanced before the refinement was performed [DinShe00, FlaLoy99].  Several of the RPM dynamic load balancing procedures 

[FlaLoy99, FlaLoy97a] and the popular METIS suite have been incorporated into the Zoltan library [DevHen99a, DevHen99b] 

which provides a common interface to these independently developed partitioning tools. With proper care as to provide 

distributions consistent with the distribution support of structured grids (e.g. rectangular in 2D), structured grid load balancing can 

use many of the same or similar graph based partitioning tools as are used for unstructured grids. But geometric load balancers are 

perceived to be much faster (though often less able to address non-uniform communication costs). The Multilevel Load Balancer 

[Qu97] was developed for use in Overture. As a parallel load balancer it addresses the specific needs of adaptive overlapping mesh 

computations.  This work is part of the parallel distribution support provided in PADRE [Qu98b].  Collectively the individual PIs 

have substantial experience with the distribution and load balancing of applications using our respective parallel frameworks and 

are in excellent position to pool collective work as part of this proposal. 

 

 

The interoperable software strategies we propose to develop will entail the use of advanced computer science concepts which 

unfortunately often perform far below advertised peak rates for single processors.  To address these issues for object-oriented C++ 

scientific codes, Quinlan has developed the ROSE programmable source-to-source transformation tool [Qu01]. ROSE represents a 

mechanism to build preprocessors that read the application source code and output highly optimized C++ code that has been 

transformed using the semantics of the object-oriented abstractions represented within the framework. Quinlan has demonstrated 

that, by using the ROSE approach, full Fortran performance can be recovered for discretization stencil operations typical of 

computations involving complex geometry.  For example, speed-up for a typical nine-point stencil operation on an array with 

10,000 elements has been measured at 5.6 times improvement from the original binary overloaded operator implementation of the 

array class.  We will use these techniques to ensure that critical kernel operations, such as those found in the Discretization 

Library, obtain optimal performance on terascale architectures. 

 

Preliminary Studies in Interoperability. The TSTT center PIs have considerable experience with the development of interoperable 

software and have done preliminary work in many of the proposed areas of research.  In the area of common interface definition 

there have been three primary efforts.  First, Shephard (MEGA) and Tautges (CUBIT) have created generalized interfaces that 

allow their mesh generation tools to interact with several solid modeling tools [BeaShe97, RemKar00, Shephar00, DeyOba99, 

Tau01]. Second, Freitag has been active member in the CCA Forum and is coordinating the effort to define scientific data 

interfaces.  She has done preliminary work in this area through the creation of general interfaces for mesh interactions in an 

explicit, discontinuous Galerkin fluid mixing problem [FreGro99].  Finally, as already mentioned above, the Zoltan dynamic 

partitioning library contains common interfaces to several independently developed software packages.  In the area of 

interoperability to support multiphysics applications, Trellis has been linked to commercial finite element packages and externally 

developed finite difference computational fluid dynamics codes, and within a single framework, FronTier has support for front 

tracking in compressible gas dynamics, oil reservoir simulations, deformation and material strength of solids, manufacture of 

composites, and deposition and etching. 

 

Software Deployment via Applications Research.  We are committed to working with application groups to improve numerical 

simulations by deploying our tools and framework software to address challenging scientific problems.  For example, Shephard 

and Flaherty have collaborated on transient flow problems including rotorcraft aerodynamics [DinShe00], crystal growth 

[GivFla97], bifurcated shock tubes [FlaLoy97a], chemical vapor deposition [AdjFla99a], and fabrication processes of bio-artificial 

tissue [OhsFla00].  Trease has used the predecessor to NWGrid, X3D (developed while Trease was at LANL) in a variety of areas 

including subsurface transport for Yucca Mountain [Gab95, Gab96], semiconductor modeling [Car96, Kup96, Tre96] and oil and 

gas simulations [Zyv96]. FronTier has been used to study jet instabilities in design of a target for a proposed muon collider 

[GliKir00], jet breakup and spray formation [SchRut99,SchRut99a], and instabilities of solid-solid interfaces 

[WalYu00,WalGli99a]. In addition, the BNL team has worked with accelerator design physicists to add and improve 

parallelization for particle tracking PIC accelerator design codes [LucDIm00,GalLuc00,LucDIm00a]. They also studied the grid 

dependent errors associated with upscaling or grid dependent parameterization for petroleum reservoir simulations 
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[GliHou00,GliHou00a,GliHou01]. CUBIT has been used to create large assembly meshes for dynamic structural response, 

structural vibration analyses, Z-Pinch and wire implosion design studies, rolling and casting of materials, and thermal response 

calculations.   In addition, CUBIT has been used by commercial companies such as Caterpillar and Goodyear for structural 

analyses of heavy machinery and tire tread design. Simulation codes built with the Overture framework have recently been used to 

study pattern formation in non-Newtonian Hele-Shaw flow [Fa99, FaSh99, FaKo01], viscous flow around deforming bodies 

[FaHe01], the dynamics of tidal flow and sail performance [Ge98], the mechanisms of biological cell fertilization [Bu99, Cs99, 

Ke98, Wa99], and the chemistry and dynamics of plant root growth [Ki99]. 
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3 Research Design and Methods 

Our research will focus on three major areas: advanced mesh technologies, high-order discretization methods, and the related 

terascale computing issues.  The following sections describe the research design and procedures we will use to accomplish our 

goal of creating interoperable and interchangeable meshing and discretization technologies.  Since our research is closely tied to 

interactions with SciDAC applications projects, our proposed research timetable is included in Section 7 following the discussion 

of our interactions with applications and the other ISIC centers. 

3.1 Advanced Mesh Technologies 

Delivering significant capabilities associated with advanced mesh technologies to current and future Office of Science applications 

is central to the goals of the TSTT center.  In the following sections, we discuss the design and development of interoperable mesh 

technology and tools. We also discuss the improvements to automated mesh generation and mesh adaptivity that are required to 

support the delivery of these advanced tools. 

3.1.1 Interoperable Mesh Technology 

 

Meshing and discretization technologies must take into account a conceptual hierarchy of domain representations (see Figure 1).  

The original problem specification can be given in terms of a high-level geometric representation such as a CAD description, 

image data, or possibly a previous mesh, along with the physical attributes of the application (level 0).  As an example, the 

electromagnetic simulations for accelerator design are based on a detailed and complex specification through CAD-generated 

Given Geometry 
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Mesh  
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Level 3 

Level 0 
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P9 Pc 
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Pd 

Figure 1. Conceptual geometric hierarchy.  
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geometries, while for other applications such as plasma physics, typical input geometries are relatively simple.  This geometry has 

a global representation of some kind (such as a non-manifold solid model or pixel intensity information) that properly represents 

the physical domain.  The geometric model can be decomposed into sub-regions (level 1), each of which could be discretized using 

a possibly different fundamental mesh type.  Decompositions for the purpose of adaptive mesh refinement must also refer back to 

the original geometrical information, and hence are part of this level.  The next level (2) consists of the meshes that are constructed 

within the components of the level 1 decomposition. Because the simulations will be run on terascale parallel computers, a further 

decomposition (level 3) to support the partitioning of the levels 0-2 entities across the 1000’s of processors involved is defined (see 

the Terascale Computing Section).  All the levels shown in Figure 1 can be considered different resolutions of the domain, and fit 

into a hierarchy of representations.  Meshing and other tools (e.g. for partitioning, discretization, or solution interpolation) can 

access these representations through a common interface, simplifying the process of changing the resolution either inside a level or 

between levels.  The use of this concept will be explored using the various representations available in the Common Geometry 

Module (CGM) [Tau01]. 

 

Analogous to the conceptual geometry hierarchy discussed in the previous paragraph, we also focus on a mesh data hierarchy 

(Figure 2).  The highest level in this hierarchy (level A) again contains a description of the geometric domain.  Access to this 

information is provided, for example, by generic interfaces such as CGM, direct functional interfaces to solid modeling kernels, 

e.g. [SheGeo92], or data file representations such as IGES and STEP.  The lowest level (C) shown in the figure again represents 

the mesh components, while the intermediate level (B) represents the combination of the level C mesh components into an overall 

hybrid mesh, together with the communication mechanisms that couple their data together.  The structured/unstructured meshes 

required by the Stanford Linear Accelerator Center’s (SLAC) time-domain accelerator design code, Tau3P, are examples of such a 

hybrid mesh.   In addition, level B allows the possibility of multiple mesh representations for the complete geometry to be used 

within a single application, or in coupled applications.  At level B, code developers or users can access the entire grid hierarchy as 

a single object, and call functions that provide, e.g. partial differential operator discretizations, adaptive mesh refinement or 

multilevel data transfer over the entire mesh. This will be accomplished by providing an interface much like that currently 

provided in the Overture framework [BrCh97, He98b, He98c].  Functionality at this level will enable the rapid development of 

new mesh-based applications.  In addition to this high-level strategy, we also provide access to the hierarchy at low levels to 

Geometry 
Information 
(Level A) 

Full  
Geometry 
Meshes 
(Level B) 

Mesh 
Components 
(Level C) 

Figure 2. Mesh Data Hierarchy 
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facilitate the incorporation of our tools into existing applications.   At level C, for example, we will provide access to Fortran-

callable routines that return discretization or interpolation coefficients at a single mesh point or array of points on a mesh. Initially 

access at these lower levels is likely to provide for more efficient implementations. However, we expect that by basing the higher-

level tools on highly optimized kernels, both code development and runtime efficiencies will ultimately be realized.  

Construction of this hierarchical description of a computational geometry will be accomplished by leveraging existing TSTT 

center tools for mesh construction.  In particular, we will use graphically-based tools available in Overture [He98a] and in CGM 

[Tau01] to partition a complex geometry into level C subregions that can be meshed using TSTT mesh generators.  A key new area 

of research will be the coupling of the level C sub-meshes to provide a complete discretization of the computational geometry at 

level B, which will be accomplished by development of tools similar to the automatic overlap and hybrid mesh-stitching 

algorithms currently provided by Overture [He98a].  Consideration will be given to converting powerful, but reasonably heavy, 

mesh data structures [BeaShe97] to dynamic structures that automatically configure themselves at run time [RemKar00]. The goal 

is to enable construction the specific mesh entity adjacencies needed at run time, thus providing the application the most efficient 

means to obtain the needed mesh related information with the minimum amount of storage. The mesh structure and data hierarchy 

must also facilitate the needs of the discretization and solver procedures. For example discretization procedures will employ 

information from levels 1 and 2 (Figure 1) to control the transfer of information. These rules are dramatically different between 

overlapping meshes, conforming meshes and patches of non-conforming meshes. Similarly, information on these hierarchies is 

needed for the most effective solution of the resulting systems. We plan to work closely with the Terascale Optimal PDE Solver 

(TOPS) ISIC to employ information at levels 1-3 of the hierarchy for parallel multilevel solution procedures. 

 

To accomplish our interoperable software goal, common interfaces will be defined for accessing data at each level of the hierarchy 

shown in Figure 2.  Initially we will focus our efforts on creating the interfaces necessary for accessing static mesh geometry and 

topology at level C as well as the associated application, or field, data.  These low level interfaces will account for the differences 

in how mesh data is typically stored for structured, unstructured, and hybrid meshes.  For example, structured meshes can be 

represented compactly with node point locations and an indexing scheme and are typically accessed using multi-dimensional 

arrays whereas unstructured meshes require explicit representation of the connectivity information and may be accessed using list 

structures.  We will therefore group our interface definitions into broad categories appropriate for each mesh type; they will be 

general enough to support a broad range of tools, but specific enough to support high-performance, efficient implementations.  To 

further increase performance, we will explore various caching and agglomeration strategies to minimize the overhead costs 

associated with using generalized interfaces.  

 

To ensure the appropriateness of our interfaces, we will work closely with the developers of the Discretization Library and 

researchers in the TOPS ISIC.  In addition, we will collaborate with the CCA Forum and their proposed Center for Component 

Technology for Terascale Simulation Software to accomplish two goals.  First, we will be involved in the efforts to develop 

standard interfaces for scientific data components, including meshes and data fields. By cooperating with each other in this effort, 

a larger group of tool developers will provide input to, and eventually adopt, the proposed common interfaces that in turn will 

promote broader community usage and acceptance.  Second, in addition to modifying TSTT technologies to comply with the 

interfaces just described, we will also modify them to become CCA-compliant by incorporating the component interface 

specifications for interacting with frameworks. Thus TSTT tetrahedral, hexahedral, hybrid, structured, and overlapping grids will 

be provided as CCA numerical components.   

 

Once this initial work is complete, we will develop interfaces to support access to the entire grid hierarchy shown in Figure 2.  

This will include support for advanced geometric capabilities such as generalized geometry-based tensor attributes with general 

distributions and dependencies.  This work will support our efforts to create truly interoperable meshing capabilities by allowing 

each mesh generation tool to have a common view of the geometry and physical attributes associated with the level A physical 

domain. This will be followed by defining the common interfaces needed to support various forms of adaptation. This includes 

accessing error estimators and directionally dependent refinement indicators, accounting for high-order curved element mesh 

entities, and adaptive refinement that remains true to the geometric definition. 

3.1.2 Enhancement of Mesh Generation Technology 

The TSTT sites have already developed significant mesh generation capability starting from geometric descriptions based on 

various representations.  Unstructured mesh generation capabilities are provided by MEGA (RPI) [Shephar00], CUBIT (SNL) 

[CUBIT] and NWGrid (PNNL) [Tre00a, Jon00]; structured overlapping and hybrid mesh capabilities are provided by Overture 

(LLNL) [He 98a].  In order to achieve true interoperability among the different mesh types, it is important that the mesh generation 

tools all operate on similar infrastructure and provide similar capabilities, and we have identified three areas that require 

improvement (described below).  In addition, we will provide parallel mesh generation support as described in the Terascale 

Computing section of this proposal. 
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First, it is important that we significantly reduce the amount of time required to generate all meshes from a common domain 

description. In particular, hyperbolic mesh generation algorithms for hybrid or overlapping grid generation from CAD data needs 

significant improvement. Enhancement of structured mesh quality will be accomplished by developing automated procedures for 

optimizing hyperbolic mesh generation parameters and by improving variational mesh optimization techniques. We will also 

continue to develop techniques for robust generation of hybrid meshes using stitching algorithms in which large regions of smooth 

structured mesh are connected with regions of high-quality unstructured mesh [He98a] and hybrid mesh generation approaches 

based on advancing fronts [Mey98, Mit98].   

 

Second, many of our tools will be enhanced to support the high-order discretization techniques that will be provided as part of the 

Discretization Library; particularly in the case of complex geometries.  Preserving the convergence rate for high-order 

discretizations over curved domains requires that the mesh elements themselves are curvilinear [DeyShe97]. Two functionalities 

needed to curve a straight-edge mesh are the geometric representation of curved mesh entities [SheOba00] and the ability to 

modify the mesh to maintain mesh quality as the entities are curved to represent the portion of the boundary they cover 

[DeyOba99]. Alternative methods to define the element geometry for use in the discretization process have been examined 

[DeyShe97] and methods using approximating polynomials appear to be more effective than standard Lagrange interpolants 

[SheOba00]. Research must be performed to determine the best ways to approximate geometry and to create the proper order 

curved mesh entities. Efforts in this area will specifically consider the use of high-order discretization techniques in the fusion 

application (see Section 4.1). 

 

Third, to ensure good quality hybrid meshes, we will develop stand alone mesh improvement tools that will work on all TSTT 

mesh types .  Mesh quality and smoothness is critical for both the accuracy and efficiency of low- and high-order discretization 

techniques (see, e.g., [FreOll97]). For example, the solvers used in electromagnetics  simulations for modeling linear accelerators 

(Section 4.2) and the  hemodynamics simulations for studying vascular disease (Section 4.5) can be significantly impacted, 

sometimes failing to converge, unless mesh quality has  been optimized [Fol01]. Although many algorithms exist to improve mesh 

quality (see, e.g., [FreKnu99, Joe95, FreOll97]), there currently exists no stand alone mesh improvement component that 

incorporates a broad spectrum of state-of-the-art approaches and that supports all of the TSTT mesh types. Such a software 

component will be critical to the success of the TSTT center for several reasons. First, we anticipate that mesh quality 

improvement algorithms will be needed for the transition regions in conforming hybrid meshes obtained from multiple meshing 

codes. This is especially true for high-order methods which employ relatively few macro-elements; the conditioning of the 

governing systems can be impacted significantly by the deformation of just a few elements. Second, both h-adaptivity and ALE  r-

adaptivity can significantly degrade mesh quality, which can be mitigated  through the use of local mesh quality improvement 

algorithms. Research areas that will be pursued in this area include  (i) a priori quality metrics appropriate for high-order 

discretization techniques and general polyhedral elements, (ii) a posteriori methods that use error indicators (see Section 3.2.1) to 

drive optimization-based smoothing and flipping, and (iii) improvement algorithms for mixed/hybrid structured and unstructured 

meshes.  All algorithms and software will use the low level common interfaces for accessing mesh geometry and topology 

described in Section 3.1.1; hence, this stand alone tool will be compatible with all of the existing and proposed TSTT mesh 

generation tools. 

3.1.3 Dynamic mesh evolution  

 

In many applications, the mesh description of geometry evolves during a computation.  Reasons for mesh evolution include 

adaptive mesh refinement/coarsening , internally tracked interfaces or fronts due to the simulation physics, or the motion of 

domain boundaries either in a prescribed fashion or in response to the simulation physics.  These possibilities will be 

accommodated by the mesh hierarchy through the evolution of the hierarchy structure and the components at each level during a 

computation.  Interfaces for communicating algorithmic or physical information to the underlying mesh generator and properly 

accessing and using the evolving mesh within an application simulation will be provided. 

 

A significant amount of basic research will be done to provide interoperable adaptive techniques within the context of the mesh 

hierarchy described in Section 3.1.1.  We consider adaptive procedures that account for mesh modifications locally (e.g., on an 

element-by-element basis), in selected subdomains, or in the entire domain employing information from the mesh hierarchy (see 

Figures 1 and 2). To accomplish the TSTT goals, we will develop adaptive techniques that address the following issues (described 

in more detail below):  

• true geometry of the domain to preserve the convergence rates of high order discretization techniques, 

• effective abstraction of adaptive analysis procedures to promote “plug and play” interoperability , 

• enhanced front tracking algorithms that are combined with hybrid mesh generation schemes to significantly improve accuracy,  

• mesh modification procedures that  account for multiple criteria to extend their applicability, 

• mesh adaptation for hexahedral and mixed element meshes to provide equivalent capabilities among TSTT center tools, and 

• automatic selection and application of optimal adaptive strategies to improve ease of use. 
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Accounting for the domain geometry during adaptive processes includes operations to ensure that refinements faithfully represent 

the original underlying geometry. In the case of straight edged geometry this includes new mesh vertices, while in the case of 

curved mesh entities it can include mesh vertices, edges, and faces. The process of conforming mesh entities to the boundary can 

invalidate elements or degrade them to the point of being unacceptable. In such cases it is necessary to apply mesh modification 

operators to problem elements [LiShe01]. Procedures to perform such modifications for the full set of mesh and partition types 

supported by the TSTT center will be developed.  

 

Most current adaptive procedures employ a tightly coupled error estimation and mesh adaptation strategy. To support the more 

effective insertion of various mesh adaptation procedures into alternative simulation procedures we will develop generalized 

mechanisms that accept error estimation and/or correction indication information as input and that determine the specific mesh 

adaptations to perform based on the available AMR procedures. . These procedures will build on knowledge of the theoretical 

properties of the error, its control, and the relative computational cost of alternative strategies. Adaptive procedures for the 

accelerator, chemically reacting flows and biology applications, including those accounting for special constraints, such as grid 

alignment for the fusion application, will be considered early in the program. 

 

Many classes of simulation are characterized by the formation of sharp fronts as the simulation evolves. In these cases, the most 

effective adaptive procedures must include a front tracking technique [GliGra98], [GliGro99] to accurately resolve the front.   

Exact conservation and higher order accuracy at the front are difficulties with present algorithms.  Our studies indicate a 

significant improvement will result from addressing these two issues, for which purpose we will introduce a front adaptive, space-

time discretization (instead of the more common space time semi-discretization).  Three-dimensional meshes that are “swept” 

through time (including possible “collapses” and “splits” associated with dynamic bifurcation of the front topology) are required. 

Implementation of such space-time, front- adaptive meshes will be enabled by developing interoperability between our front-

tracking code, FronTier, and the hybrid TSTT structured and unstructured mesh generation codes. 

 

Interfaces developed to control adaptive simulation processes must consider cases in which multiple criteria drive adaptive mesh 

modifications. An obvious example where this is critical is in evolving geometry simulations based on Lagrangian meshes where 

mesh modifications are needed to maintain element shape control and mesh refinements are needed to control the discretization 

errors. One initial effort will be to consider the definition of the best refinement strategy for an element that is marked for 

refinement and also has one or more large dihedral angles needing reduction [SheWan01]. We will develop generalized procedures 

that employ a full set of mesh modification operators (split, collapse and swaps) that account for both discretization error and 

shape improvement criteria. 

 

Although effective mesh adaptation methods are known for unstructured tetrahedral meshes and overlays of structured grid sub-

domains, general procedures are not available for unstructured hexahedral and mixed element meshes. For these mesh types, 

efforts will be taken to develop and compare adaptive refinement (both conforming and non-conforming) procedures and 

remeshing techniques using error size control maps.  

3.2 High-Order Discretization 

The complexities of discretizing new applications on unstructured and adaptively evolving grids have hampered widespread usage 

of many powerful tools, leading to suboptimal strategies or to lengthy implementation periods. To overcome these limitations and 

to complement the proposed mesh generation effort, we will develop mechanisms that will greatly simplify the discretization of 

PDEs on TSTT center meshes.  The solution methodology typically involves (possibly discrete versions of) mathematical 

operations (+, -, *, /, differentiation, div, grad, curl, interpolation, etc.) acting on discrete approximations of the field variables 

relative to the mesh.  Such operations are: 

• complicated by a tedious low-level dependence upon the mesh geometry (e.g. Jacobians), 

• repeated throughout an application, 

• a source of subtle bugs during development, 

• a bottleneck to the interoperability of applications with different mesh structures, 

• difficult to implement in a general way while maintaining optimal performance, and 

• often linked with the mesh representation of the domain. 
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We have an excellent opportunity to simplify the development of application codes by creating a Discretization Library of 

numerous mathematical operators that are common to PDEs arising in many applications.  The operators will be applicable to 

several discretization technologies (as defined below) and the mesh structures addressed within this project. Thus we will 

dramatically lower the time, cost, and effort to effectively deploy modern discretization tools.  As with mesh generation tools, we 

will develop common interfaces to a wide variety of discretization technologies.  User interaction will occur at various levels for 

use by practitioners wishing to rapidly implement a new application, software developers wishing to add new operators to the 

library, and applications specialists seeking to incorporate a particular technology into their software.  The library will be 

extensible to allow for user implementation of additional generic and application-specific operations.  These might, e.g., include 

numerical flux functions for use with conservation laws.   Problem-dependent functions, such as equations of state, can be 

evaluated through a library interface.  Efficiency is a must and this can be ensured by using an optimization approach such as that 

offered by ROSE [Qu00] or through the concepts of generic programming [Musser96].   

The flow of the entire process from its geometrical considerations through the discretization process has been illustrated in Figure 

3.  The mesh creation and adaptive enrichment processes will work in harmony with the Discretization Library to create discrete 

representations of partial differential systems in a simple and efficient manner.  

3.2.1 Development of a Discrete Operator Library 

The proposed operator library will provide a representation of discrete operations independent of the underlying mesh and its 

geometric factors.  Such techniques have been developed for structured mesh topology as part of the LLNL Overture project 

[Hen98c] and for variational discretization (finite element, spectral element, partition of unity, etc.) as part of RPI’s Trellis project 

[BeaShe99].  Thus, collectively we understand the advantages and limitations of this approach through experience with many 

application domains. Initially we will provide for the inclusion of arithmetic and differentiation operators as well as interpolation 

and projection operators to support multilevel solution strategies and preserve local conservation. Other common vector (div, grad, 

curl) and tensor operations will be added to this initial set.  The design of the library would: 
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• permit extensibility so that users can add operators, 

• allow access at mid levels (the traditional approach) or at high levels (the simplified approach), and 

• permit composition where users build complex expressions by combining operators using, e.g., common array operations. 

 

This structure will allow development of application-specific discrete operators that depend on the PDEs being solved and the 

algorithms being used to address them.  These, could include, e.g., projection operators to handle incompressibility constraints and 

stabilization operators for convection-dominated viscous flow problems.  Boundary operators to handle the myriad of boundary 

conditions typical of the SciDAC applications would also be included. 

At lower levels of interaction the multiple level interface will be of immediate use for existing applications.  This interface is 

simpler to construct, although it is more tedious to use since it exposes many details that will be hidden at higher levels.  The 

higher-level interfaces greatly simplify the construction of new applications but require a much higher degree of infrastructure and 

optimization.   

The Discretization Library will define operators for finite difference (FD), finite volume (FV), finite element (FE), spectral 

element (SE), discontinuous Galerkin (DG), and partition of unity (PUM) methods.  Operators of all orders will be considered, but 

our emphasis will be on the creation of high-order and variable order methods for use with adaptive methods focusing on varying 

both the mesh and order (hp- or hpr-refinement).  High-order methods provide rapid convergence (p-refinement) and high 

efficiency in regions where the solution is regular; however, convergence stalls near singularities and h-refinement offers a more 

optimal strategy.  The optimal combination of the two (hp-refinement) converges at exponential rates and, hence, is remarkably 

efficient.  As part of this project, we will determine optimal adaptive enrichment strategies for different situations and applications.  

Such optimality is currently available only for simple academic problems.  The fusion project considered by the Center for 

Extended Magnetohydrodynamics Modeling (see Section 4.1), for example, has been using piecewise-linear finite elements on 

unstructured meshes in poloidal direction and fourth-order finite difference methods in toroidal  direction of their reactor.  Our 

discretization library would be able to handle the mixed technologies while giving them the opportunity to increase resolution to 

fourth order in the poloidal direction. 

High-order FE, FV, and SE methods typically associate most of their unknown solution parameters (at nodes) within an element.  

As such, they simplify communication on parallel computers to produce additional efficiencies.  This, however, introduces some 

complications.  Curved boundaries of the regions must be approximated to an order of accuracy that is commensurate with that of 

the solution.  The large number of solution parameters within an element can lead to ill-conditioned algebraic systems.  Thus, 

mesh quality will be a very important consideration.  We will work in harmony with the mesh generation group to address these 

issues. 

Support for temporal discretization strategies will range from the commonly used method-of-lines (MOL) formulation, where time 

steps and temporal methods are spatially independent, to local refinement methods, where time steps and methods vary in space 

[FlaLoy97a, FlaLoy99], to space-time techniques where unstructured meshes are used in space and time. 

The library would include traditional (strong) and variational (weak) forms of operators where applicable. This would permit the 

combining of methods and operations on mixed grids, to create very powerful new discretization technologies.  The plug-and-play 

versatility of the high-level discretizations within the library would give users the opportunity to experiment with various 

combinations of discretization technologies and optimize performance for their application.  Perhaps of greatest importance, the 

simplification afforded by hiding the complex grid-dependent details from users would shorten development times, reduce costs, 

enhance software reuse, and improve reliability of applications implemented and maintained in this manner. 

Interfaces will be created that allow software developed partially or totally from operators in the Discretization Library to use the 

linear and nonlinear algebraic component capabilities developed by the Terascale Optimal PDE Simulation (TOPS, see Section 

5.2) and the Integrated Software Infrastructure for Unstructured Mesh Computational Simulation of Transport/Reaction Systems 

(see Section 4.3) ISICs. Adaptive approaches using automatic mesh refinement/coarsening (h-refinement), variation of method 

order (p-refinement), and mesh motion (r-refinement) are best guided by a posteriori estimates of discretization errors.  While this 

is an ongoing and active area of research with several unanswered questions and unresolved issues, some error estimates can be 

provided within the Discretization Library with relatively little difficulty.  Error estimates based on h-refinement (Richardson’s 

extrapolation) use the difference between solutions computed on different meshes to furnish an estimate.  Since the same 

differential operator is used for each solution and this discrete operator can be composed from tools in the library, it is a simple 

matter to add this error estimate to the library.  Error estimates that make use of solutions computed on the same mesh with 

methods of different orders (p-refinement) are also relatively straightforward to implement.  The complexity of the procedure can 

be reduced by using a hierarchical basis where the solution of order p + 1 may be computed as a correction to that of order p.  

Simpler ad hoc error indicators, such as solution gradients and various vorticity metrics, can also be composed from tools within 

the Discretization Library.    The work on mesh quality metrics described in Section 3.1.2 can be combined in a natural way with 

that on error estimators to provide a comprehensive framework for mesh adaptivity.  This framework could enable rigorous control 

over the geometric properties of a mesh to reduce errors for h-, p-, and r-refinement.  
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In many classes of simulation it is necessary to transfer the solution fields as the mesh is adapted. In adaptive overlapping grid 

procedures [BrHe00], this includes the transfer between mesh patches. In other cases, the mesh adaptations are local refinement, 

coarsening or modifications [deCShe99a, LiShe01]. In each case, generalized procedures must be developed to determine the 

interacting mesh entities and to perform interpolations meeting such requirements as local conservation properties [Qu98]. The 

effective support of solution transfer processes when both local modification and independent meshes are combined requires 

specific consideration. Searching structures and parametric inversion procedures for curved domain problems using both low and 

high order element geometries must be considered. Particular emphasis must be given to local conservation issues when mapping 

between meshes [CarBic01, GulFar00]. Early efforts in this area will support the climate application. 

3.2.2 Performance Optimization of Discretization Operators 

There are two aspects that must be addressed in the performance optimization of discretization operators for terascale computing.  

The first is obtaining good single processor performance.  To accomplish this goal, mechanisms for compile-time optimization of 

user defined high-level abstractions will be investigated as part of a collaboration with the High-End Computer System 

Performance: Science and Engineering ISIC (see Section 5.3); specifically we will investigate the ROSE preprocessing 

mechanisms. This work will address the hierarchical memory performance and particularly the cache usage of statements that use 

the operators defined within the Discretization Library and user-defined operators.  The concepts of generic programming where 

algorithms are separated from particular data structures could certainly be an important factor in implementing distinct 

discretization strategies on the diverse mesh structures.  This concept has produced substantial performance gains when used with 

the RPM parallel data management system [FlaTer00]. 

Second, the algorithms for creating and composing the discrete operators and (for implicit operators) assembling them into a 

global algebraic system must scale well on distributed memory architectures.  In most cases, because the discrete operators are 

local in nature, we will be able to easily accomplish this goal. For example, variational operators are created by traversing 

geometric entities (e.g., elements) of the mesh.  Interprocessor communication is only required for entities on the boundaries of 

distributed-memory processor partition boundaries.  Finite difference operators proceed in much the same way with, perhaps, a 

more complicated communication due to “ghost cells” at partition boundaries. 

3.3 Terascale Computing Issues  

The ability to compute on a terascale with trillions of operations per second and exploiting memory capacities of trillions of bytes 

has been demonstrated on selected problems. However this achievement has required the use of experimental hardware and 

software systems, great expertise and much labor. The associated challenges have restricted terascale computing to a small fraction 

of its potential impact on the scientific enterprise. A primary TSTT goal therefore is to address grid related challenges in terascale 

computing and provide a coherent, usable, scalable and efficient set of tools enabling terascale computing for mainstream 

scientific applications. 

3.3.1 Hierarchical Design 

Comprehensive hierarchical design of both data structures and algorithms is the essential challenge in achieving efficient use of 

computing resources at the terascale. Interoperability alone is not sufficient as tools with this property may nevertheless have 

computational complexities and memory footprints that render them useless at the terascale. A single failure in this regard 

anywhere in the tool chain will incapacitate the over-all system. Hence the hierarchical design concepts introduced in section 3.1.1 

must be applied throughout the entire software system in use. This has been recognized by the scientific simulation community, 

and the best-in-class tools in most of the relevant sub-disciplines rely on hierarchical design. Examples include CAD systems that 

organize data in different layers of resolution, adaptivity in meshing, multi-level graph partitioning schemes for static problem 

partitioning, multigrid solvers and visualization systems that nimbly present data at many levels of resolution.  It is our belief, 

however, that although these tools are nearly optimized for their particular application, their union is not optimized for the over-all 

problem of terascale simulation. Our intention is to actively consider various design trade-offs across the whole system. We will 

not try to design better solver or visualization routines. Rather we will consider what hierarchical information known or easily 

generated within our scope of geometry and meshing technology  can be exploited by downstream tools. For example, information 

about the geometric domain model and its decomposition may be useful in computing optimal decompositions shown in Figure 1. 

Similarly, hierarchical information generated previously in the process may be preserved and potentially exploited in 

preconditioning of iterative solvers..  

3.3.2 Parallel Mesh Generation   

Even in cases where adaptive mesh refinement methods are to be used, the initial meshes needed for terascale computations will 

often be so large (e.g., > 100,000,000 elements) that they must be generated in parallel so they are distributed over the entire 

system form the start. Although this has been an active area of research for several years [deCShe99b], the currently available 

techniques are not sufficient to meet the needs of an integrated environment.  One approach that has been taken to the parallel 
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generation of meshes is to generate a coarse mesh in serial, distribute it to the processors of the parallel system, and refine it 

without information allowing for the interactions of the distributed mesh with the higher level definition of the domain. In addition 

to not supporting the general association of analysis attributes, this approach will not support the improvement of the domain 

approximation as the mesh is refined. We propose a solution in which we ensure that each processor has a copy of at least that 

portion of the domain definition associated with the portion of the mesh it will maintain. Procedures that distribute the entire 

geometric model to all processors to support parallel generation of the initial mesh and the geometric interrogation needs of all 

mesh refinement processes have been developed [deCShe99], [deCShe99a]. Since the geometric model is typically small and its 

size does not change during an adaptive simulation, this approach will often prove satisfactory. However, it is clear that it does not 

scale with  growth in geometric model complexity, and this may  become important limitation in some classes of simulation. In 

these  cases the geometric model will also need to be properly distributed.  

3.3.3 Load Balancing   

A critical step in parallel computation is the assignment of application data to processors.  The ideal distribution assigns data so 

that per-processor workloads are the same over all processors (eliminating idle time) and inter-processor communication is 

minimized. For both structured and unstructured grids this distribution is often done through a serial  pre-processing step, using a 

static partitioning tool such as  Chaco [HenLel94] or METIS [Kar97].   

 

For adaptive terascale computing, serial static partitioning is insufficient. Dynamic partitioning techniques must be employed from 

the start of the simulation process. The specific dynamic load balancing algorithms used are often different for structured vs. 

unstructured grids. Often graph based algorithms are used for unstructured grids while either graph based or geometric methods 

may be appropriate for structured grids. Our proposal includes parallel mesh generation steps [deCShe99], constructing the 

discrete contributions to the global system, performing global iterations, and adapting the discretization [DinShe00, FlaLoy97a]. 

The procedures performing these operations are responsible for the construction and dynamic control of the parallel decomposition 

and its interactions with solution processes. Although this decomposition may be independent of the other three levels, information 

on how operations and communications are performed within and between those levels is central to the control of the dynamic load 

balancing procedures. 

 

For the proposed work, we will use Zoltan to redistribute data after parallel meshing and adaptive mesh refinement. The Zoltan 

Dynamic Load-Balancing Library [Dev99] was developed  to provide parallel, dynamic repartitioning to such applications.  

Zoltan's design is data-structure neutral, so that it can be used in many different applications without imposing restrictions on the 

data structures those applications use or requiring application developers to understand Zoltan's data structures. This makes it easy 

to support control with respect to the entities at the various levels in the hierarchic domain decomposition and also easy to 

integrate with target applications.  Moreover, Zoltan includes a suite of algorithms, allowing developers to experiment easily with 

different algorithms to see which is best for their applications.  Zoltan currently includes geometric algorithms (Recursive 

Coordinate Bisection, Recursive Inertial Bisection), tree-based algorithms (Octree Partitioning/SFC, Refinement Tree 

Partitioning), and graph-based algorithms (through interfaces to the popular ParMETIS [Sch99] and Jostle [Wal00] packages).  We 

will provide interfaces from the TSTT software to Zoltan so that applications using the TSTT software can use Zoltan seamlessly.  

We will add support to Zoltan for hierarchical machine models of heterogeneous parallel computers. These models will account 

for various processor speeds, memory capacities, cache structures, and network speeds and topologies. This capability will be 

incorporated using RPM [TerBea00, FlaTer00] as a prototype for unstructured grids and PADRE [Qu98b] as a prototype for 

structured overlapping grids. We will also add to Zoltan the specific load balancing methods MLB [Qu97] developed for parallel 

adaptive overlapping structured grids in Overture.   Our collective research will provide crucial support for adaptive methods on 

advanced architectures employing both distributed memory (using MPI) and shared memory (using threads). This will facilitate 

investigation of optimal partitioning strategies for linear and eigen solvers and preconditioners of interest in the application 

domains of interest. 

An aspect of parallel computing important to the effectiveness of dynamic load balancing methods are the languages and 

mechanisms for supporting inter-processor communications. As part of our efforts in this area we plan to examine the 

modifications needed for our methods to take advantage of advances in this area.  

 

 

 

4 Relationship to SciDAC Applications and other Computational Science Efforts 

The goal of the TSTT Center is to develop and deploy a set of computational tools that will significantly and positively impact the 

ability of SciDAC applications researchers to employ advanced terascale mesh-based simulation technology in their research.  

Because of the sophistication of most existing advanced tools in this area, their availability has until now been limited to only the 

most ambitious application developers.  We will address this deficiency by offering significant capability for generating different 

kinds of meshes for complex geometry and employing these meshes in scientific simulations through easy-to-use application-
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appropriate interfaces.  Since many important Office of Science applications are characterized by strongly non-uniform solution 

features, these tools will include capabilities for solution-adaptive mesh and solution improvement capabilities, including mesh 

refinement and front tracking.  Interaction with a broad cross-section of SciDAC applications scientists early in the design phase of 

our software will be an essential step in ensuring that the interfaces we develop address the needs of a broad class of Office of 

Science applications.  

 

We will initially target five application areas and address central issues within these areas. For each of these applications, we will 

assign a lead TSTT site and TSTT project leader to initiate one-on-one contact with the application team and to coordinate all 

TSTT technology delivery with that application. These one-on-one interactions will be our main method of interaction with our 

targeted applications.  In addition, we will work with some 10 additional applications or with other aspects of the targeted 

applications, as a normal outgrowth of the extensive user interaction network of the TSTT team. Much of the additional 

applications work will be leveraged, i.e. at no cost to the TSTT center, while still contributing to its goal of broad acceptance of 

TSTT technology and tools. 

 

To allow a forum for interaction with a broader user community, there will be applications representatives on the External 

Advisory Committee (see Section 8). Our application work will form the initial phase in the development of a common grid 

technology interface.  This phase will be ``fire tested'' through integration of TSTT tools (primarily existing tools to achieve early 

deliverables) with application codes. Acceptance of the common interface is central aspect to the plug and play usability of 

adaptive grid technologies that we are proposing. As our common interface evolves, we will assist the application codes in a 

migration to its use, while considering deeper uses for adaptivity and other advanced technologies within the same application 

areas. We will also broaden our involvement with applications, including ones not covered in the initial phases of our work, to 

ensure the widest attainable acceptance of these standards. 

4.1 Fusion  

“Center for Extended Magnetohydrodynamics Modeling”  

PI S. Jardin , Application Point of Contact: S. Jardin (PPPL), TSTT point of Contact: J Flaherty (RPI) 

 

The plasma physics simulation community has developed a simulation code framework that contains two primary 3D nonlinear 

simulation codes, parM3D and NIMROD.  We expect to work closely with the parM3D code. The resistive and two-fluid MHD 

models used in parM3D are currently approximated with piecewise-linear finite elements on unstructured meshes in the poloidal 

sections and fourth-order finite differences in the toroidal direction. 

 

We anticipate making a number of contributions to this application area.  In particular, in the near term we will collaborate with 

parM3D scientists to introduce higher-order finite element schemes in the poloidal directions to better approximate the physics in 

this direction. In addition, we will explore the use of several existing mesh generation packages associated with the TSTT center to 

help automate the process of generating the flux-aligned unstructured meshes in the poloidal directions, significantly easing the 

burden of problem set up.   

 

In the longer term, we will investigate the incorporation of adaptivity, mixed element meshes, and dynamic, parallel load balancing 

tools into the parM3D code. The fusion simulations of a certain class of "non-resonant" instabilities or of resonant instabilities at 

sufficiently low Magnetic Reynolds number (S) are relatively smooth, so that the gain from an adaptive approach would appear to 

be small.  However for "resonant" instabilities at high S, corresponding more to present and future experiments, localized structure 

will appear around the resonant layers and there should thus be great benefit from an adaptive approach.  There is particular 

interest in the accurate calculation of the non-linear simulation of these resonant high S instabilities in the presence of a population 

of energetic alpha-particles, which are created at an energy of 14 MeV by the Deuterium/Tritium fusion reaction. To address these 

issues, the parM3D research group has developed a hybrid fluid-particle description.  Thus, in the longer term, the adaptive mesh 

techniques will need to interface with both the fluid and particle-in-cell algorithms. 

4.2 Accelerator Design Simulations  

“Advanced Computing for 21st Century Accelerator Science and Technology” 

PIs: K. Ko and R. Ryne 

 

Two issues characterize design of high energy particle accelerators: determination of forces resulting from magnets, RF chambers, 

etc. and integrating these forces and those resulting from mutual electrostatic repulsion in their action on particles through many 

accelerator turns. 

 

Particle Forces and EM Field Calculations (Application Point of Contact: K. Ko (SLAC), TSTT Points of Contact: P Knupp (SNL) 

and D. Brown (LLNL)) The problem is to design RC cavities and waveguides to focus electron beam packets.  For this purpose, a 
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comprehensive set of parallel tools for solution of Maxwell’s equations will be developed by this application center. The TSTT 

center will work closely with this effort by providing the latest advances in two- and three-dimensional mesh generation for 

complex geometries, adaptive techniques, higher-order discretization methods, and terascale computing.  Currently, a CAD 

geometry description is used as input to the CUBIT unstructured mesh generation code.  Two to four meshes per month are 

generated for design and analysis.  Present solvers require conformal 3D meshes of perhaps mixed element type. TSTT will 

address future needs by providing technology to produce hybrid grids that match conformally orthogonal structured grids to 

unstructured mixed element grids and capabilities for improved hex-tet meshing.  Computational experience has shown that the 

finite element solvers run faster when mesh quality is improved; in some cases iterative solvers do not converge unless the quality 

is improved.  TSTT will provide access to mesh smoothing and quality optimization software that will reduce expected run times. 

 

Particle Tracking (Application Point of Contact: A. Luccio (BNL), TSTT Point of Contact: J. Glimm (BNL)).  Accurate statistical 

evaluation of particle orbits may involve up to 10
6
 or more particles followed for 1000 or more turns.  The calculations are used for  

design, optimized operation and accelerator control decisions.  The particles are clumped nonuniformly towards the center of the 

chamber, but outliers (the ``halo'') are of interest also as wall collisions must be limited to prevent build up of radioactivity in the 

walls. The extreme aspect ratios between longitudinal and transverse dimensions and physical length scales are an additional issue. 

For these and other reasons, parallel decomposition tools, as proposed by the TSTT center, to cluster particles into spatially 

coherent load balanced domains will be essential to achieve the benefit of terascale computing. TSTT will also assist in the 

development of codes for adaptive (nonuniform grids and element order) solutions to Poisson's equation with realistic boundary 

conditions, allowing for the rapid solution of the space charge needed for practical usability of these codes through the required 

mapping iterations.  

4.3 Chemically Reactive Flows  

“A Computational Facility for Reacting Flow Science”, PI H. Najm. Application Points of Contact: H. Najm and J. Ray (SNLL), 

TSTT Points of Contact: L. Jameson (LLNL), P. Fischer and L. Freitag (ANL) 

 

This center has two broad goals: 1) the development and demonstration of a new software toolkit for chemically reacting flow 

simulations using the CCA infrastructure, and 2) the development of advanced computational tools for enhancing scientific 

discovery. In the near term, we will work with the application scientists to deploy the high-order spectral methods developed by 

Fischer (ANL) into their toolkit.  Long term, we will collaborate with researchers involved in the development of a new software 

infrastructure using CCA-compliant tools for mesh adaptation, namely the GrACE package from Rutgers.  As part of the CCA 

data object definition effort, we will work with the GrACE developers to define the appropriate abstract interfaces for structured, 

adaptive mesh computations.  Using these interfaces, we will deploy our discretization libraries in the application code that uses 

GrACE, particularly targeting the fourth-order finite difference schemes desired by the physicists.  MICS matching funds to 

support L. Jameson have been requested  by the SNLL center for this effort. 

 

“An Integrated Software Infrastructure for Unstructured Mesh Computational Simulation of Transport/Reaction Systems”, PI J. 

Shadid. .Application Point of Contact: J. Shadid (SNL), TSTT Points of Contact: R. Leland (SNL) 

 

This center proposes to apply the Salsa (SNL) and Chad (LANL) capabilities to chemically reacting flow problems using 

unstructured meshes and finite element and finite volume technologies.  The application areas they target include biology and 

MEMS.  In the near term we will work with this center and integrate our existing automated mesh generation technology for 

complex engineering and biological geometries into their applications.  In the long term we will provide the results of our work in 

mesh quality for use in their application and collaborate with them to develop advanced adaptive and discretization approaches 

appropriate to their target applications.  In turn, we will integrate their nonlinear iterative solution procedures with our 

discretization library. 

 

Non-SciDAC application 

 

Finally, we will collaborate with the experimental and simulation effort to model jet breakup and spray formation centered at 

ANL, working with C. Tzanos. The solution of this presently unsolved modeling problem is needed for spray combustion. We will 

use FronTier, adapted to the common TSTT interface, and extended through TSTT collaborations, to provide an accurate model of 

jet breakup. The sharp interface capabilities of this code are very well adapted to this problem. 

4.4 Climate  

Comprehensive Design and Development of the Community Climate System Model for Tera-scale Computers, PIs R. Malone and 

J. Drake; Application Point of Contact: J. Taylor and J. Larson (ANL), TSTT Point of Contact: L. Freitag (ANL) 

 



 

TSTT Center                18  

The climate community is working to improve the NCAR Community Climate System Model (CCSM) code through the 

development of new model formulations, algorithms, parameterizations, and analysis tools. We will collaborate with climate 

research scientists in several aspects of their work. We will work with the developers of the Model Coupling Toolkit to expand its 

functionality in two ways. First, as part of our effort to define general interpolation schemes between different mesh types, we will 

work to develop general support for locally conservative flux interpolation schemes. This will improve the current methodology 

used in climate models which only supports global conservation and will lead to more accurate representations of the interface 

conditions between the different climate components. Second, we will help develop support in the model coupling toolkit for 

dynamic load balancing, particularly for the case in which the component models reside on dynamically changing sets of 

processors. Matching MICS funds are being requested in the Climate proposal to help support this work. 

 

We will also work with BNL atmospheric scientists to provide adaptive capabilities for local, regional, and global transport of 

atmospheric species and aerosols.  This effort will use the adaptive meshing capabilities, high-order discretization techniques, and 

general interpolation schemes developed and available as part of the TSTT Center. 

4.5 Biology Simulation Models 

Application Point of Contact: David Dixon (PNNL), TSTT Points of Contact: H. Trease (PNNL) and P. Fischer (ANL) 

 

An emerging DOE application area for mesh-based modeling is in the area of computational biology.  The face of biology is 

changing as new methods are brought to bear on the study of living systems.  In fact, it is the transition from viewing biology as a 

set of components to treating it by a systems approach that will truly revolutionize the field.  Biology does not occur at any one 

scale, rather it occurs from scales as small as an atomic ion, e.g., Ca
2+

 to scales as large as complex human populations and their 

interactions with the environment.  A key element in any study of modern biology and the impact of understanding it in terms of 

human health or in terms of the impact of microbial systems on the environment is the ability to cross many temporal and spatial 

scales in order to connect diverse data and predict biological behavior at the systems level.  A principle interest of DOE will be the 

measuring and modeling the reaction of biological systems to environmental insults such as radiation and pollution for both 

prokaryotic and eukaruotic cells and better utilizing the genomic data generated at a range of sites including the Joint Genome 

Institute.  This is described in detail in Bringing the Genome to Life (www.science.doe.gov/ober/berac/genome-to-life-rpt.html). A 

key experimental component will be the generation of data from the new imaging tools that are being developed that promise to 

bring much higher resolution in the quest to look at more detailed cellular structures and to better map out the spatial complexity of 

the cell.  New computational and mathematical models and tools are needed if such data is to be optimally used with the goal of 

actually predicting cellular behavior from a detailed understanding of the biochemistry.  This is clearly a problem for the use of 

advanced grid technologies.  The potential for applying computational mesh methods spans the range from molecular reactions and 

interactions, protein folding and protein-protein interactions, individual cells, tissues, organs, and whole body simulations.   

Creating computational models that faithfully capture the geometry and the biophysics of these biological systems relies heavily 

on geometry/mesh generation, adaptive meshes and discretization methods as well as the incorporation of complex boundary and 

initial conditions into simulations that support research and experiments. DOE has active programs in several areas, including: (1) 

the computational cell modeling in the Microbial Cell Project (LAB 01-20 OBER/ASCR/SC), (2) computation simulation 

frameworks in Advanced Modeling and Simulation of Biological Systems (LAB 01-21 ASCR/OBER/SC), and (3) the modeling in 

the Low Dose Radiation Research Program (LAB 01-18 OBER/SC). These programs would benefit from the work that will be 

performed by the members of this ETC and in the application components that address specific issues in these various programs. 

Other specific areas in biophysics modeling that the TSTT Center’s members are actively pursuing include; cell physiology 

modeling, lung physiology modeling, vascular disease, electrocardiac physiology, artificial heart valves, and tissue engineering. 

 

4.6 Other Applications 

In order to assure broad applicability of TSTT tools, we will continue collaborations in a number of applications areas not called 

out explicitly above. 

 

Adaptive free surface models using the FronTier front tracking code will be developed collaboratively by several TSTT sites. 

Liquid metal coolant for the walls of the Tokamak reactor will be studied as well as the design of a liquid mercury target for a 

proposed muon collider, in collaboration with physicists specialized in these areas. ICF studies of fluid instabilities and study of 

the jet breakup for spray modeling and spray combustion in a diesel engine will be studied in conjunction with experimental and 

computational physicists. The recognized capabilities of front tracking to eliminate interface diffusion make this approach to these 

problems attractive. 

 

Flow in porous media requires terascale and adaptive methods, but most commercial petroleum simulations are still performed on 

a single processor. Error analysis for these flows is not purely numerical.  The subgrid models for these simulations are grid 
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dependent, and so error analysis must assess the accuracy of the grid dependent parameterization as well as the numerics. 

Petroleum and application physicists are part of our application network and will join in this work.  

 

The multiphysics code ALEGRA will be used for plasma physics simulations and other non-defense applications in collaboration 

with several universities. TSTT will enhance the capabilities of ALEGRA for these studies by providing: 1) a set of interoperable 

meshing tools, including Overture and CUBIT, 2) a mesh smoothing, optimization, and quality improvement toolkit such as 

MESQUITE, 3) an automatic r-type adaptive scheme for ALE, and 4) hierarchical terascale computing infrastructures for 

partitioning, load balancing, and parallel mesh generation. 

5 Relationship to other SciDAC ISIC efforts 

Because meshing and discretization pervades many aspects of PDE solutions, we must interact with a broad spectrum of other tool 

providers to ensure that our software and interfaces are both flexible and efficient on terascale computers.  To accomplish this 

goal, we are committed to working with the other SciDAC Integrated Software Infrastructure Centers.  Our planned  interactions 

with four proposed ISIC centers are given below.  

5.1 Center for Component Technology for Terascale Simulation Software ISIC 

PI: Robert. Armstrong (SNLC), TSTT Point of Contact: L. Freitag (ANL) 

 

A pervading theme in the proposed TSTT center work is the creation of interoperable technologies for meshing and discretization 

tools.  Critical to this effort is the development of common interfaces that support mesh and data field access at many different 

levels of sophistication, and we will collaborate with the Center for Component Technology and the CCA Forum to define these 

interfaces. We will deploy these interfaces, along with those necessary to be CCA compliant, within a number of our existing 

tools, e.g., MEGA and Trellis (RPI), Overture (LLNL), and NWGrid (PNNL), as well as in a number of new TSTT technologies 

such as the Discretization Library and the tools for mesh quality optimization. These tools will then be released and accessible 

from the CCA component repository for wide scientific use. 

 

We note that the abstraction of the detail behind the low-level interfaces to the operators in the Discretization Library is critical if 

the operator libraries are to interact with several different mesh types through common interfaces while also providing 

performance-critical services.  One particularly interesting research question is the role of the component model in the composition 

of numerous discrete operators. The issues associated with run-time efficiency of codes resulting from the composition of 

operators has been addressed by the ROSE project for the case of object-oriented frameworks [Qu00]. We will work together with 

the ROSE project and the CCA Forum to address these issues for component models.  

5.2 Terascale Optimal PDE Simulations  (TOPS) ISIC 

PI: David Keyes (ODU), TSTT Point of Contact: J. Flaherty (RPI) 

 

The solution of large-scale PDE problems typically leads to a large, sparse linear or nonlinear algebraic system.  Dimensions easily 

range into the hundreds of millions.  With the emergence of hierarchical computing systems and inexpensive clusters this number 

will dramatically rise in the next few years. Suboptimal algebraic solution strategies can easily dominate the computational time 

and often mean the difference between being able or not being able to solve a problem.  Efficiency in a terascale environment is a 

must.  Fortunately, the TOPS ISIC is addressing these issues and developing the optimal multiscale solution software and 

strategies needed for the applications cited in this proposal and others intending to use our mesh and discretization libraries.  This 

is an excellent opportunity for cooperation and collaboration.  Reversing the perspective, the meshing software, adaptive 

procedures, and discretization library to be developed by this effort provide the TOPS ISIC with a source of algebraic systems that 

will be obtained by the most advanced technologies.  The two centers will work together to develop an interface that ensures that 

the discretization and solution software will be interoperable.  Both groups will collaborate throughout the course of this 

investigation to ensure that efforts and software developments are coordinated.  Each center will use the others’ software as a 

testbed to provide immediate feedback on difficulties and needed enhancements. 

5.3 High-End Computer System Performance: Science and Engineering ISIC 

PI: David Bailey (LBNL), TSTT Point of Contact: Dan Quinlan (LLNL) 

The High-End Computer System Performance Science and Engineering (HCSP) ISIC proposal will focus Performance Analysis 

and Optimization for complex memory-hierarchies.  Such architectures are common to all modern parallel computers and present 

difficult challenges for scientific computing generally.  The tools being developed within the performance ETC include tools to 

both analyze and report existing performance and explicitly optimize application source using source-to-source transformations.  

The mechanisms developed for source-to-source transformations automate the introduction of optimizations that address memory-
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hierarchies (particularly cache). This approach is specifically directed to the compile-time optimization of libraries such as the 

Discretization Library that we propose.  Our development of the Discretization Library and its use of predefined mathematical 

operators to simplify the development of applications using complex computational meshes will have direct benefits from the 

research work on ROSE proposed within the HCSP ETC. Since the operators defined within the Discretization Library are used 

within user defined applications, the library cannot see the context of their use with one another.  Only a compile-time mechanism 

can see the sufficient context of the use of multiple operators within the application source (within and across program statements).  

The work on ROSE by the HCSP ETC is explicitly a mechanism to recognize the use of high-level abstractions and automate the 

source-to-source transformations required to make them efficient.  We expect to work closely with researchers there in the 

development and testing of the ROSE compile-time approach to automate optimization of application codes using our 

Discretization Library. Additional work will define codes using our Discretization Library. Additional work will define 

benchmarks specific to evaluating the performance of the Discretization Library.  This proposal shares some of the same personnel 

with the HCSP ETC.  We expect that the Discretization Library itself will be influenced by the development of this optimization 

research within the HCSP ETC. 

5.4 The DOE SciDAC Visualization Software Infrastructure Center (VSIC) 

PI: Rick Stevens(ANL), TSTT Point of Contact: L. Freitag (ANL) 

 

We will collaborate with the Visualization Software Infrastructure Center (VSIC) to ensure interoperability between computational 

and visualization meshes. In particular, we will create common interfaces between the TSTT software and the visualization 

center's scalable visualization framework. This would provide a unified view of the numerical data to the visualization tools, 

providing a significant reduction in the time consuming and error prone task of creating one-to-one interfaces between the numeric 

and visualization tools. The visualization center also plans to leverage the TSTT infrastructure for automatically transferring data 

from one mesh and discretization strategy to another.  In particular, and we will provide interpolation to a structured grid which 

will enable the TSTT datasets to utilize a wider variety of visualization algorithms.  Longer term we will work with the 

visualization center to develop algorithms that can operate directly on the simulation results in native mesh format without the 

need for interpolation or sampling. 
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6 Software Deployment Plan 

We address three primary issues associated with center software: 1) collaborative development of source code across multiple 

institutions, 2) software maintenance and deployment during the life of the center, and 3) continued software maintenance beyond 

the life of the center. The process of new source code development across multiple institutions will be facilitated by the creation of 

a central source code repository that will be used by all center developers.  A rigorous coding standard will be developed and 

adhered to for code maintainability and extensibility.  We will use cvs to manage simultaneous development, autoconf to manage 

and aid portability, and will adhere to the development plan determined by the technical leads and approved by the center 

executive committee (see Section 8). To ensure the robustness of our software, we will develop rigorous, testing mechanisms that 

will be used routinely to automatically generate and distribute error reports.  In addition, the center will set up an automatic bug-

tracking facility to ensure that all user requests and questions are monitored and answered. 

 

All new software and the interface specifications developed as part of this project will be available in the public domain via a 

single web-based repository and as CCA components as appropriate. Incremental releases will incorporate new functionality based 

on both the technical plan devised to accomplish the center goals and on feedback obtained through direct interaction with our 

application users.  In all cases, we will provide extensive documentation, test cases, portability tests, and sample programs to 

facilitate the use of our tools. Tutorials and workshops will be offered at leading conferences to introduce new users to the center 

software.  Preexisting software such as CUBIT, Trellis, Overture, and NWGrid will also be made freely available to the academic 

and laboratory scientific community both through our repository and through the CCA repository as appropriate. These releases 

may be either object code or source code, depending on preexisting license agreements, but in all cases the software will comply 

with the interfaces defined by the TSTT center and will therefore be available for use by application scientists. These codes will 

continue to be maintained by the original developers at their respective institutions. 

 

To help us manage this process, we will hire a software engineer whose primary duties will be to manage the software repository, 

monitor the results of the routine tests, help with code documentation, maintenance, and portability, and serve as the initial point of 

contact for user interactions.  Detailed technical questions will be referred to the primary code developers as needed. To facilitate a 

deeper understanding of the center codes, the software engineer will travel to the various sites periodically to meet with the 

primary developers. 

 

To ensure the viability of center software beyond the five-year life of this center, we envision some combination of the following 

three avenues would be pursued per DOE guidance.  First, DOE could continue to support software maintenance through the 

continued activities of the software engineer described above.  No new development of center-supported research would take 

place, but the central software repository and single point of contact for users could be maintained.  In addition, basic activities 

needed to ensure code longevity, such as porting the software to new computer architectures, could be pursued. Second, an open 

source, community-maintained model, similar to the Linux model, could be adopted.  In this scenario, the code would not be 

officially maintained in a single location, but successful aspects would continue to be developed and grown by the scientific 

community because of the inherent benefits to do so.  A third option would be to encourage a private software company to 

continue to develop and maintain the center software, but require that the existing code remain open source. This is the model used 

by Kitware for its vtk software; revenues are earned through activities such as user support, and the development of extensions and 

better packaging.   
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7 Work Schedule and Deliverables  

The application deliverables and the development of new technology are closely intertwined.  In the first two years of the proposal 

we will focus on the immediate needs in the application areas, the results of which will feed into our research on interface 

definition.  In the final three years of the proposal we will continue our work with applications, focusing on long-term goals and 

integration of advanced technologies developed in the center.  Throughout we will focus on software development and 

deployment.   The milestones and deliverables listed below are based on a yearly cycle beginning July 1, 2001. 

 

 

Year 1 

• Initial definition and deployment of low level interfaces for accessing mesh and field data in collaboration with the CCA 

Forum (All: ANL leads) 

• Design and initial implementation of the discretization operator library; work closely with the developers of mesh, solver, and 

application technologies to define the interfaces necessary to ensure that all levels of access are exposed (All: LLNL, RPI 

lead) 

• Development of a priori mesh quality assessment and improvement tools for unstructured and structured meshes (ANL, 

ORNL, SNL, LLNL) 

• Structured mesh generation improvement to increase speed and functionality (LLNL, ORNL) 

• Extraction of the essential algorithms and routines from FronTier to begin implementation of a stand alone front tracking 

software package, FrontierLite (BNL, SB) 

• Insert existing high-order discretization and mesh generation methods into the fusion (RPI), accelerator (LLNL, SNL), and 

chemistry (LLNL,SNL) applications 

• Begin to examine how to employ information on the mesh hierarchy (levels 0-2) for the effective construction of the parallel 

decomposition (level 3) (LLNL, RPI, SNL)  

• Extend existing dynamic load balancing technologies to effectively account for heterogeneous parallel computer environments 

(RPI, SNL) 

• Make a preliminary assessment on how hierarchical information we generate may be exploited in downstream applications, 

focusing on iterative solver technology under development in related ISIC’s (SNL,ANL,RPI). 

• Hire a software engineer, set up the web site repository, cvs, autoconf, and establish a coding standard (All) 

Year 2 

• Refine and complete definition of the low level interfaces and deploy them within the TSTT tools, e.g., Overture, Trellis, 

NWGrid, FrontierLite (All) 

• Preliminary definition of the interfaces for the common interfaces for the geometry (CAD and image) and physics attributes. 

(All: RPI, SNL lead) 

• Preliminary work to define the problem hierarchy and interfaces necessary for hybrid methods (All: RPI, LLNL lead) 

• Deploy the a priori mesh improvement tools into the TSTT mesh generation and management tools via the low level interfaces 

defined in FY01 (ANL, ORNL, SNL) 

• Complete interface specifications for the discretization library; begin implementation of the low-level operators and interface 

them to TSTT mesh technologies; work with the appropriate ISICs to define interfaces for interacting with linear and 

nonlinear algebraic components (All: LLNL,RPI lead) 

• Continued enhancements to the mesh generation capabilities (All) 

• Initial work to merge front tracking algorithms with existing codes including TSTT tools such as Overture (BNL, SB, LLNL) 

• Begin implementation of the parallel decomposition (level 3) that uses information on the mesh hierarchy for effective parallel 

control (LLNL, RPI, SNL)  

• Consider how parallel mesh generation procedures will be extended to take full advantage of the hierarchic structures (LLNL, 

PPNL, RPI, SNL) 

• Develop software design principles facilitating downstream use of hierarchical data structures (SNL,ANL,RPI). 

 

• Insertion of initial parallel adaptive simulation technologies into  the fusion (RPI), accelerator (BNL), climate (ANL) and 

biology (PNNL, ANL,SNL) applications. 

• Insertion of existing mesh generation and geometry capturing technologies for complex geometries in the biology and 

chemistry applications (PNNL, ANL, SNL) 

• Documentation of new libraries, development of comprehensive test suites and automatic testing facilities, release of existing 

codes via the web repository (these activities continue through FY05) (All) 
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Year 3 

• Publish the low level common interfaces in a specification document and establish a forum for soliciting and receiving 

community feedback (All: ANL leads) 

• Continue work on the hierarchy definition and establishment of geometry interfaces, modify existing tools to conform to the 

common interfaces (All: RPI, SNL, LLNL lead) 

• Complete implementation of low-level discretization operators; design and begin to implement the high level interfaces and 

develop support for parallel implementation (All: LLNL, RPI lead) 

• Develop a fully space-time conservative scheme using front tracking to adapt the grid; interface with TSTT mesh generation 

capabilities via the low level interface specification (BNL, SB, LLNL, RPI, PNNL) 

• Develop a posteriori mesh quality improvement algorithms based on error estimators (ANL, ORNL, SNL, LLNL) 

• Extend the dynamic load balancing technologies of Zoltan to take full advantage of the information in the mesh hierarchy 

(LLNL, RPI, SNL) 

• Prototype design modifications facilitating downstream use of hierarchical data structures (SNL,ANL,RPI). 

• Initiate work on locally conservative flux interpolation schemes in the Climate application (RPI, LLNL lead) 

• Continued work to deploy parallel adaptive techniques into the fusion (RPI), accelerator (BNL), climate (ANL) and biology 

(PNNL, ANL,SNL) applications 

• Continued software support, documentation, testing, and release a priori mesh quality improvement tools (All) 

 

Year 4 

• Modify and extend low level common interfaces per consensus with community feedback; demonstrate the use of multiple 

TSTT mesh generation tools using the hierarchy interfaces developed in FY02 and FY03 in the CAD-based geometries 

associated with the accelerator (LLNL) and chemistry (SNL) applications (All) 

• Experiment with the use of hybrid meshes and alternative discretization strategies using TSTT mesh generation capabilities 

and the discretization library in the fusion application   (RPI) 

• Develop error estimator capabilities in the discretization library; begin performance optimization work to address parallel and 

cache-based optimizations; develop benchmarks to characterize the performance of applications using different levels of 

interfaces to the discretization library operators (All: LLNL, RPI lead) 

• Complete integration of front tracking algorithms with all the TSTT mesh generators and the discretization library via the low 

level interface definitions (SNL, SB) 

• Continued work of a posteriori mesh quality improvement; integrate mesh improvement tools and discretization library tools 

(ANL, ORNL, SNL, LLNL) 

• Continue to improve the performance of parallel dynamic load balancing procedures (ANL, RPI, SNL, LLNL) 

• Improve capability to make downstream use of hierarchical data structures (SNL,ANL,RPI). 

• Begin work to automate the choice of adaptive strategies used with TSTT tools based on error indicators (All: RPI leads) 

• Demonstrate parallel adaptive computations in the climate and biology applications; continue to work with other applications 

(All) 

• Release the discretization library, offer conference tutorials and workshops to facilitate use of TSTT tools, publish the 

common interfaces for high level problem descriptions (e.g., access to CAD geometries), continue software support and 

maintenance (All) 

Year 5 

• Continued work to analyze and improve performance characteristics of TSTT tools using both low and high level interfaces in 

targeted applications (All: LLNL leads) 

• Complete center work on the discretization, mesh quality improvement, and front tracking libraries and release final versions 

into the public domain (All) 

• Modify high level interfaces per community feedback and publish a specification document  (All: RPI, SNL lead) 

• Employ fully automated, efficient  parallel adaptive simulations in terascale simulations (All) 

• Continued research on automatic selection of adaptive procedures; implement various strategies in TSTT mesh management 

software tools; publish recommended strategies (All: RPI leads) 

• Explore long-term code management and support strategies with DOE guidance (All) 

 

The Role of Each Institution 

 

Argonne National Laboratory. Argonne will co-lead the effort on mesh quality and optimization with SNL.  We will contribute to 

the discretization library, interoperable meshing, and terascale computing efforts.  We will lead the interactions with the CCA 

Forum, the Visualization ISIC, and climate and Biology applications. 
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Brookhaven National Laboratory. BNL provides the Director of TSTT. It will lead the application effort and provide applications 

contact for climate (adaptive simulation) and accelerator design (PIC codes) and several other applications. It will provide support 

for finite element discretization and for FronTier development. 

 

Lawrence Livermore National Laboratory. LLNL will co-lead design and implementation of the meshing hierarchies and mesh 

component design with RPI.  LLNL will be responsible for the enhancement of mesh generation tools for structured and hybrid 

meshes, the discretization operator library performance optimizations through ROSE, and will coordinate delivery of hybrid mesh 

technology for the Accelerator design project. 

 

Oak Ridge National Laboratory. Oak Ridge will collaborate with SNL, ANL, and others on mesh quality, enhancement  and 

interoperability, and will aim at applications in climate and chemically reacting flows. 

 

Sandia National Laboratory. Sandia will collaborate with LLNL, RPI, and others on interoperable meshing, domain 

decomposition, and terascale computing. SNL will lead interactions with the SLAC accelerator and ALEGRA groups and co-lead 

the work on mesh quality and optimization with ANL. 

 

Rensselear Polytechnic Institute. RPI will lead development of meshing and discretization technologies for high order methods, 

co-lead the development of the meshing hierarchies with LLNL and Sandia, co-lead the development of the discretization library 

with LLNL, provide key components for the terascale computing technologies and will coordinate the development of 

contributions to the fusion application. 

 

Pacific Northwest National Laboratory. PNNL will collaborate on interoperable meshing by creating a CCA-compliant, parallel 

mesh generation and discretization component and will co-lead the terascale computing effort and coordinate the efforts in the 

biology applications for biology simulation models. 

 

State University of New York, Stony Brook. Stony Brook will be the lead for interoperability of FronTier and the development of 

FronTier-Lite. It will lead in the development of conservative and higher order versions of FronTier. It will lead in the spray 

simulations and oil reservoir applications. 
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8  Center Management Plan 
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Executive Committee
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•ANL - Freitag

•BNL - Glimm

•LLNL - Brown

•ORNL - D’Azevedo

•PNNL - Trease

•RPI - Shephard

•SNL - Knupp

•SB - Li

Figure 4: The TSTT Center Organization.  The center director, Jim Glimm, is supported by the executive

committee consisting of the technical leads and the institutional points of contact.  The  external advisory

committee, consisting of representatives from DOE management, the application areas, and ISIC centers, will

provide input to the center through annual meetings with the executive committee.  The institutions listed in each

box correspond to TSTT participation.

Interoperability

ALL
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RPI, LLNL,

BNL, SB, 

PNNL

Load Balancing

RPI, SNL

LNNL

Disc. Performance

LLNL

Hierarchical Design
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The proposal team consists of researchers from six DOE national laboratories (ANL, LLNL, BNL, SNL, PNNL, and ORNL) and 

two universities (Rensselear Polytechnic Institute and SUNY Stony Brook).  The TSTT center director will be Jim Glimm.  He 

will be supported by a strong executive committee consisting of the lead investigators responsible for cross-cutting technical 

activities as well as the points of contact for each participating institution.  The technical leads are identified as follows: Brown and 

Shephard (mesh generation and adaptive techniques), Flaherty (high order discretization technologies), Trease and Leland 

(terascale computing), Glimm (applications liaison), and Freitag (ISIC liaison).  The institutional points of contact are Freitag 

(ANL), Brown (LLNL), Glimm (BNL), Knupp (SNL), Trease (PNNL), D’Azevedo (ORNL), Shephard (RPI), and Li (SUNY SB).  

In addition, we will create an advisory committee consisting of representatives from the application centers and other ISICs to 

ensure the relevance of our proposed work.  The executive committee will meet biannually at rotating sites and the technical 

groups will meet as necessary to accomplish the center goals.   These meetings will be augmented by monthly teleconference calls 

and use of the Access Grid collaboratory facilities as they become more prevalent.  The advisory committee will meet with the 

executive committee yearly to offer guidance and receive regular progress reports. 
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