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1. Introduction

The trend of building display walls with commodity projectors and PCs is appealing because it can
ride on the commodity technology and cost curves. However, when building a scalable system, parallel
algorithms and fast networking aren’t the only issues; one has to keep in mind the increased complexity of
cluster management tasks. This paper presents our experiences in scaling our display wall system from 8 to
24 projectors with an emphasis on the administration and user tools and techniques we developed to help
the process.

In March 1998, Princeton built its first display wall with an 18’ x 8’ rear projection screen and 8
Proxima LCD commodity projectors (figure 1a). This system had a resolution of 4000x1500 pixels and was
driven by a network of 8 Pentium II workstations running Windows NT [4]. In November 2000, we scaled
the display up with 24 new Compaq MP1800 DLP projectors and a network of 24 Pentium III workstations
running Windows 2000 (figure 1b). This brought our new resolution to 6000x3000 pixels [3].

Left (a): First Generation System with 8 Projectors
Right (b): Second Generation System with 24 Projectors

In this effort, we found that the techniques that were sufficient for 8 projectors became excessively
time consuming and labor intensive for 24 projectors. Of course, projector alignment was one of our first
stumbling blocks [2]. But once we began to develop automated methods for alignment, it became obvious
that some of the other everyday administrative tasks were very time consuming. There was the need to
maintain the machines, control the projectors without built in computer interfaces, update drivers,
manipulate dialog boxes and present an intuitive and simple interface to the daily user.

2. Original 8 Node Display Wall

2.1. Management Overview
There are many tools available to help in the management and use of display wall systems (See
Table 1). These include system imagers for installing software, cluster control suites for process control and
monitoring, virtual input components for sending mouse and keyboard events, network file system utilities
etc. These tools can be effective and they are what we primarily used on our original 8-node display wall.

! Excerpted and expanded from [3]



Windows Linux
OS Install Drive Image [7] SystemImager [9]
App Install/Upgrade Deploy Center [7] ($500) SystemImager [9]
Process Management JobcoNTrol [6] ($2500) Smile [8]
NT Resource Kit C3 (cluster command control) [1]
Keyboard/Mouse VNC [10] or KVM switch x2x [11] or KVM switch
Mounting File shares Command line Command line
Projectors
Common Apps

Table 1: Some tools for cluster management

The 8-node display wall was primarily managed in a manual way. The projectors were turned on
with a remote control; if you were good you could control 4 simultaneously. The alignment was done
manually by adjusting projector mounts with 6 degrees of freedom. This would consume about 1 hour of
time a week and result in 1-2 pixel accuracy. Driver upgrades were done individually on each machine via
a KVM (Keyboard-Video-Mouse) switch. There was a central fileserver which held all the common
applications and which each node mapped to its file system. A server running on each node provided basic
process control of starting and stopping applications. Everything was done from a Windows command
prompt including common user tasks such as showing images.

2.2. Lessons From First Wall

In general this system of management worked fine for the 8-node display wall. It turns out that
occasionally doing something 8 times is tolerable; i.e. toggling to each node to terminate a hung application
via task manager. However there are some lessons to be pulled from managing the first display wall. The
primary one is: The simpler something is, the more people can and will use it. A display wall is a valuable
resource and we want as many people to have access as possible. Our experience is that the command line
is more confusing and difficult to use than a GUI (Graphical User Interface). At the command line you
need to know what directories things are located in, what commands to run, in what order to run them and
what parameters to pass to the commands. If the sequence of steps is more than one or two the accessibility
of using the display wall drops quickly and its use becomes restricted to a few who are very familiar with
the system. Note that this argument for simplicity goes beyond the command line. For example the
projector remote control is easy to use for someone with experience, but to the new user many problems
can arise: which remote control do I use; where is it - it occasionally gets lost; the batteries are dead; it
controls more than one projector — toggle one on and another off.

Other lessons are more related to managing the cluster of a display wall. First, it is very beneficial
if everything is configurable from a global file and all applications adhere to this standard. This makes
changing or upgrading hardware trivial — just install the new hardware and change the configuration file. It
also makes installing new applications or using parts of the wall for different tasks very easy. Finally, and
this lesson is in regards to research facilities, its important to have development and release directory trees.
This allows researchers to mess with whatever they wish in the development directory while allowing users
and demonstrations to proceed unhindered.

3. 24 Node Display Wall

Scaling a display wall not only challenges the applications and their algorithms, it challenges
administrative efforts as well. Simple tasks become very time consuming and tedious when performed 24
times. An early clue to this dilemma happened the first time an application crashed on the new wall and
Windows displayed 24 “OK” boxes. Imagine toggling between computers to hit “OK” 24 times. We
needed a way to control the desktop of the cluster computers simultaneously.

To manage a scalable system it is important to have centralized control of all the components, to
automate time consuming tasks, and to make components configurable and interchangeable. In addition, it
is nice if this facility can provide ease of use for casual users. Our solution to these issues was to
incorporate all control functionality in one central place. We developed a Graphical User Interface (GUI)
called DwallGUI (Figure 3). DwallGUI brings together the control of three main components: projectors,



computers and software.

N T ]
projectors & l‘fjrnu-\mlwl (o Witz rr?ﬂﬂw 3 | de waik1n
) @ ) o
'q L ® ®
' _::Tm Walt13
| podewiia [\ oiose wait1a ([ wode waits [ Node waila " ade wain i‘:innnzwuu-!
Il = 'S
[ {wode v J Tmeaewrs | :]Nmi: watks (] Nede w3 "'_'_llnaee Walkz
=l = = ]
| = o - -
_ L ® L ® h
Infrared Multiplexer
For Projector Control

Figure 2: Display Wall Management Components Figure 3: DwallGUI - Control GUI Application

3.1. Projector Control

The first component is the projectors. Our projectors do not provide an interface for computer
control because they are portable units. They are also intended to be unplugged after every use. These
negatives are balanced by their low cost and small size, but still must be addressed. To get around these
negatives we built an analog multiplexer that can be controlled from the parallel port of a computer. We
connected a computer controlled IR sender (SmartLinc Bird) to our analog multiplexer and strung IR
emitters to each projector (Figure 2). This gives us complete control of the projectors individually or in
groups. We added to this a set of Ethernet based power controllers (BayTech RPC3) so that we could
remotely toggle the power to projectors. The Ethernet power controllers were necessary because the
projector fans cannot be shut off from the remote control interface; since they’re portable units it was
assumed they would be unplugged after use. The fans only have a lifetime of about 6 months of continuous
use.

3.2. Cluster Management
The next component of DwallGUI is cluster management, which typically involves process

control, monitoring and rebooting computers [1][6][8]. The cluster management functionality is
implemented on the display nodes through a Windows Service we developed called DwallRunner. This is a
server that runs on each display node and is part of a multicast group. All control messages are multicast to
the display cluster and selectively processed or ignored based on a 64 bit node selector field that indicates
the cluster subset which is currently selected. DwallRunner is controlled by the DwallGUI and
incorporates functionality for process control, monitoring, rebooting, and sending mouse/keyboard events.

3.2.1. Process Control

Processes can be controlled from the DwallGUI in one of two ways, through a dialog box or a
menu of common tasks. The dialog box shows a list of processes running and a list of common
applications. The user can click on an application or type in an application to be started or stopped. For new
or casual users, the menu of tasks is the easiest way to control processes. They can select "show image"
from the menu and browse for the image that will be shown on the wall. They can run multimedia
presentations, demos and other tools just as easily.

3.2.2. Virtual Mouse/Keyboard Input

Because in a display cluster each computer is connected to a projector, we can avoid using KVM
switches by sending keyboard and mouse commands in the DwallGUI. It is more powerful than using
KVM switches in that we can see all displays and work on all computers or any subset simultaneously.
Some KVM switches have the ability to broadcast keyboard-mouse events, but this functionality can be



time consuming to turn on/off because it requires traversing menus, and often you only want to control a
subset of the nodes. Keyboard and mouse multicasting makes installing a Windows device driver on the
cluster as easy as installing it on one computer. We have a hot key (F12) to quickly toggle the sending of
mouse-keyboard events.

3.3. Global Configuration
In addition to centralized control, it is important for the display wall to be very configurable. This

is important for several reasons. First, systems become less reliable as they scale. There are many
contributing factors to this: more individual components with potentially more component interaction;
more heat generation; components are likely cheaper because you need to buy more of them. So it is
necessary to have interchangeable components ready to go. This can be greatly helped by a global
configuration file that applications adhere to. This makes changing a computer in the cluster as easy as
swapping it in and changing the node name in a file. It also makes it easier when: application parameters or
location change; output needs to be redirected for a different sound sever or display configuration; or new
ways of using the display want to be tried (e.g. four nodes show video a stream and four show PowerPoint
slides). In order to accomplish this we keep a global config file that records the cluster node names, screen
location, resolution, as well as location of file systems, applications, servers, parameters, and lists of
common tasks to present to users.

3.4. Storage
One last area I’ll mention is data maintenance. Display walls acquire large amounts of data as

images and movies are continually loaded onto their fileservers. It soon becomes a challenge to backup this
data within some reasonable cost. Our current fileserver has about 300GB of data. Our department systems
cannot backup this volume of data for us nightly. So we have had to settle with trying to keep our data as
secure as possible on one fileserver. To do this we use two RAID controllers from two different vendors in
order to minimize the likely hood of firmware or driver bugs disabling both simultaneously. Each controller
has 6 disks. The main controller we run in a Raid 1+0 mode so that we have a mirrored copy of the data
striped across the disks. This also helps with read access. The other controller has two strip sets of 3 disks
each. These sets are updated alternately every other night to contain a complete copy of the main file
system. This gives us a 2 day window to roll back to a previous version if necessary.

8 Projectors 24 Projectors
User Interface Command Line Centralized Control GUI
(Projectors Computers Apps Data)
Projectors Manual Alignment Automatic Alignment
Remote Control Computer Control
Software Disk Imager Disk Imager
Individually Upgrade GUI Upgrade
Data Centralized Fileserver Centralized Fileserver
RAID 5 RAID 140 multi-hardware
Universal access User Accounts
/dev /release directories
Hardware Fix as needed Ready replacements
Config distributed or hard coded Centralized configuration

Table 2: Comparison of management methods for the 8 and 24 node display walls

4. Conclusion

Table 2 summarizes the different management methods used for the 8 and 24 node display walls.
In general we found that centralized control and configuration is essential as display walls scale. Equally
important is presenting a simple user interface. This makes the display wall accessible to a wider group of
new or casual users. We’ve found that having a control GUI has encouraged more teachers and researches
to use the display wall facility for instruction or data visualization purposes.
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